AD=A109 927

UNCLASSIFIED

MOTOROLA INC TEMPE A2 GOVERNMENTY ELECTRONICS DTV
BATCH COVARIANCE RELAXATION (BCR) ADAPTIVE PROCFSSI'IG. (U)

F30602=A0=C=0N31
RADC~TR=81-212 NL

F/76 20/1u

AUG 81 S M DANIEL: I KERTESZ
8512-F




10 % K2
|||||=; £ 'I-_- 22
:

e -
= |2
JL2s g pee
= = iI==

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS 1963 A

\
t
Ll










UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)
REPORT DOCUMENTATION PAGE AR O L UCTIONS e
T REPORT NUMGER 7 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER
RADC-TR-81-212 A N-FAo0|7 727
4. TITLE (and Subtitle) L 5. TYPE OF REPORT & PEMOD COVERED
BATCH COVARIANCE RELAXATION (BCR) ADAPTIVE Final Technical Report
December 79 - March 81
PROCESSING
- 6. PERFORMING O0G. REPORT NUMBER
'y 8512-F
7. AUTHOAR(s) 7L 8 CONTRACY OR GRANT NUMBER(s)
Dr. $.M. Daniel F30602-80-C-0031
I. Kertesz
3 PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT, TASK
Motorola Inc. (Gov't Electronics Division) 62;8;;"°'“““'""“'!'s
7402 S. Price Road 45061152
Tempe AZ 85282 )
11 CONTROLLING OFFICE NAME AND ADDRESS ’ 12, REPORT OATE
Rome Air Development Center (OCTS) | August 1981
Griffiss AFB NY 13441 'g-sg'""“ OF PacEs
[TT MOMITORING AGENCY NAME 8 ADORESS(!! dilfsrent from Controlling Office) | 1S. SECURITY GLASS. (of this report)
S UNCLASSIFIED
ame _—
TSa. socz&.ﬁtuncnnoﬂoowncnoma
N/A

18, DISTRIBUTION STATEMENT (of this Reporc)

Approved for public release; distribution unlimited

17 DISTRIBUTION STATEMENT (of the sbatract entesed in HBlock 20, il difterent from Report)

Same

19. SUPPLEMENTARY NOTES

RADC Project Engineer: Vincent C. Vannicola (OCTS)

19. KEY WORDS (C. on s® srde 1l y and identifty by block number)

Null Steering
Adaptive Processing

Side Lobe Cancellation
i/

/

A20. ABSTWACT /Continue on reverse side if y and identily by block ber)

The objective of this program was to develop a systematic method of
generating adaptive weights through the application of the Batch Covariancg
Relaﬁption (BCR) algorithm and assess the performance of such weights in
anﬂ adaptive sidelobe canceller system.

The following items were developed: (a) A mathematical model represent-
ing an adaptive radar antenna operating in a wideband noise jamming (over)

DD ,;3%%: 1473  eormiow oF 1 wov #8 s owsaLere UNCLASSTFIED 4.2 7 2 =4

SECURITY CLASSIFICATION OF THIS PAGE (When Dete Entered)

-




e+ e e g e~

UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS SAGE(When Dots Entored)

environment., The model was formulated as an equivalent baseband transfer
function. (b) A complete description of the weight computation procedur
for jammer nulling based on the BCR algorithm, including several examples
which illustrate its superior numerical characteristics compared to
certain other algorithms. (c¢) A library of modular FORTRAN IV computer
programs which implement multiple interference sources, the adaptive
radar antenna model, and the BCR algorithm. These were used to

extensively evaluate the capability of BCR processing in realistic jammin
scenarios.

UNCLASSTFIED

SECURMITY CLASSIFICATION OF Tv'* PAGE(When Date Fntered)




ACKNOWLEDGEMENT

A number of individuals must be recognized for their direct and
indirect support which has contributed to a successful completion of
this BCR adaptive processing study sponored by RADC/OCTS, Griffiss Air
Force Base. The authors wish to express their appreciation to a number
of colleagues for reviewing the technical memoranda that document the
results of this study. These individuals who spent sufficient time to
thoroughly review and make important suggestions are Dr. J. R. Roman,
Dr. R. Hecht-Nielsen, J. L. Bauck, C. R. Champlin, and S. K. Baker of
the Advanced Technology and Systems Analysis Section of Motorola's Radar
Systems Office, Radar Operations, Tempe, Arizona. Additionally, we
would like to thank G. V. Morris, Manager of the Advanced Technology and
Systems Analysis Section, J. D. Doggett, Manager of the Radar Systems
Section, D. L. Howell, Chief Engineer of the Radar Systems Office and
R. R. Yost, Chief Engineer of the Radar Products Office, for reviewing
and appreving the technical memoranda that have been submitted.

The authors are indebted to a number of secretaries, S. M. McGovern,
C. L. Karseboom, E. A. Shick, K. L. Herslow, and M. J. Morton, who helped
with the typing of the manuscript. Our deep appreciation goes to
Mrs. Karseboom and Mrs. Herslow whose dedication to perfection in organizing
and typing the bulk of the material resulted in the presentable style of
the final report.

Finally, on behalf of Motorola, the authors wish to extend their
appreciation to Russell Brown and Vincent Vanicola of RADC/OCTS who
supported this work and displayed an active interest throughout the
duration of the program.

~
-i

DTIC

CcoPY
INSPECTED

3

,\2’.7 .

T
ta ATET
e i tat ey
N X

T w0

Vitde Mhyl




Prepared by:

Reviewed by:

Approved by:

BCR ADAPTIVE PROCESSING

- AN OVERVIEW -

N K Lo

S. M. Daniel
Project Leader
Advanced Technology and Systems Analysis

/K Bakn)

S. K. Baker
Program Development Manager
Advanced Technology and Systems Analysis

Lo ¥ Wy

G. V. Mdrris
Section Manager
Advanced Technology and Systems Analysis

D L foedfird)
D. L. Howell —
Chief Engineer
Radar Systems Office
Radar Operations

l_—*—..-——-m,._




PREFACE

The work carried out by the Advanced Technology and Systems Analysis
Section of the Radar Systems Office at Motorola's Government Electronics
Division under contract to RADC/OCTS is presented in a total of six separate
technical memoranda written at various stages of the effort.

Although to a large extent these memoranda are self-sufficient, the
interested reader may be advised to go through Project Memorandum 8512-06,
an overview of the whole effort, before proceeding with the remaining in
numerical sequence. As such, if presented in a single volume, the memoranda
will be arranged as listed below: '

I. BCR Adaptive Processing - An Overview -
Project Memorandum 8512-06
March 31, 1981

II. Definition of Mathematical Model
Project Memorandum 8512-01
March 29, 1980

III. Signal Generation Program
Project Memorandum 8512-02
July 20, 1980

Iv. Batch Adaptive Processing and the BCR Process
Project Memorandum 8512-03
December 15, 1980

V. Computer Simulation of BCR Adaptive Process
Project Memorandum 8512-0u4
March 15, 1981

VI. BCR Adaptive Processing Implementation and Its
Performance Evaluation Via Computer Emulation
Project Memorandum 8512-05
March 26, 1981
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1.0 INTRODUCTION

In the midst of a strong interference environment, radar and
communications equipment could degrade in performance to the point where
their intended operation may be rendered practically ineffective. To
insure operational survival, future systems must incorporate appropriate
interference suppression measures. Adaptive array processing provides a
means for suppressing directionally distinct interferences by creating
nulls in these directions through a weight adjustment of at least as many
antenna elements of a receiving antenna array.

Although cost-effective analog implementation of gradient-type control
have been realized, the attention has turned increasingly towards more
sophisticated techniques capable of more rapid convergence rates. The
increased sophistication of such techniques dictates the need for processing
flexibility which may be met most easily by a digital mechanization.

The effort conducted addresses the essential aspects of Batch Covariance
Relaxation (BCR) adaptive processing applied to a digital adaptive array
processing. In contrast to dynamic algorithms, a batch appreoach, such as
BCR, circumvents the effects of signal dynamics on nulling performance by
operating on a single signal batch at one time, thereby diminishing the
requirement for fast-convergence.

BCR adaptive processing constitutes an architecturally more efficient
alternative to Sample Matrix Inversion. Based on the conjugate gradients
algorithm, BCR solves a linear system of equations by means of a finite-step
relaxation procedure without the requirement that the inverse of the matrix
involved exist. More importantly, its iterative nature lends itself to an
architecturally efficient implementation which is particularly suyitable to
large-scale applications.

The main purpose of the present memorandum is to provide a brief
overview of the work accomplished under RADC Contract F30602-80-C-0031.
Presented first is a statement of the problem which provided the vehicle
for investigating the performance of BCR adaptive processing. Following
this, the specific objective, approach and accomplishments are reviewed
with reference to the five project memoranda generated at various stages
of the effort. Finally, recommendations are given for relatec future work.
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2.0 STATEMENT OF THE PROBLEM

The problem chosen to evaluate BCR adaptive processing relates to the
adaptive weight adjustment of a sidelobe nulling subsystem. More specifically,
this subsystem involves a main Taylor-weighted large aperture antenna array
of 255 omnidirectional elements. Its field pattern is shown in Figure 2-1.

In order to suppress undesired sidelobe interference,
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Figure 2-1. TField Pattern of Main Antenna Array

it is assumed that the main antenna may b: combined with a number of weight-
adjustable omnidirectional auxiliaries located sparsely over the available
aperture. It is the purpose of the BCR processor to derive the auxiliary
weights adaptively.

The essence of the BCR processor may be described briefly, as follows.
Let
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{s (m)}M_ = M-sample main complex baseband scalar
0 m=1 .
signal batch

{i(m)}:=l = M-sample auxiliary complex baseband N-vector
signal batch

Then, letting w represent the complex weight N-vector applied over the N
auxiliaries, the combined complex scalar signal batch is given by

(s (mM_ = (sTmu + s I (2-1)

If the signals involved constitute primarily undesired interference, then
an appropriate criterion for the underlying adaptive array process is the
minimization of the combined power in a given batch with respect to the
weight vector w. In view of (2-1), the combined power is defined by

M
Pc(y_) = 2 Isc(m)l2 (2-2)
m=

clearly, a quadratlc function of w. Geometrlcally, P (w) represents a
hyperparaboloid in (2N+1)-space having a unique m1n1mum ' value for at least
one value of w. We seek a weight-vector w that minimizes P (w). The
desire _olution satisfies the necessary condition that the complex gradlent
of P.(w) with respect to w be zero; that is, a value of w which minimizes
P_(w) satisfies

VP (w) =0 (2-3)
We= =

With (2-1) and (2-2) at hand, it may be shown that condition (2-3) leads to
the complex linear system

Cw+b =0 (2-4)

where C is the NxN complex Hermitian covariance matrix of the auxiliary
signal vector s computed over a given batch; i.e.,

End ’_’7"‘"’7¢,
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c= Y sHms(m) (2-5)

m=1

and b is the complex cross-correlation N-vector over the same batch,
given by

M
b =Zi‘-'=(m)so(m) (2-6)

Hence, the adaptive array process has been reduced to solving (2-4) for
w. Formally, the solution is given by

w’ = -c"'b (2-7)

often referred to as the Sample Matrix Inversion (SMI) solution. Of course,
in using (2-7), the inverse, C™1, is assumed to exist. In contrast, the CG
algorithm employed in the BCR approach is a numerically robust iterative
procedure which begins with an initial estimate w® and produces the desired
solution to (2-4) in a finite number of steps which does not exceed the rank
of the matrix C. At each step, the current estimate, !F, is updated to an
improved estlmate wktl = - akE by optimally relaxing P.(w) along the
search vector R The process terminates when the gradient, rk4l ka+l + Db,
is sufficiently small in length with respect to the forcing vector b. When
the initial estimate w° is taken to be 0, the final weight estimate is the
so-called minimum-norm solution, the solutlon w closest to the origin.

As the weight-vector solution is derived for each batch of signals, it
is applied to the same batch and thus forms the corresponding combined signal
batch. Since signals are practically frozen within the batch and essentially
isolated from neighboring batches, signal dynamics present no particular
difficulty to a BCR processor. As such, the convergence -rate requlrements
of dynamic algorithms is not strictly appllcable in batch processing.
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3.0 OVERVIEW OF INVESTIGATION

The BCR Adaptive Processing study conducted over the previous several
months has been documented in great detail in five separate technical
memoranda written in the course of the investigation. Reviewed below is
the overall objective, general approach and accomplishments of the effort.

3.1 Objective

The essential objective of the study was to introduce the concept of
BCR adaptive processing not only in a mathematically appealing but also
in a tangible and practical way. As such, the BCR process was to
be formulated in the context of the specific adaptive nulling subsystem
discussed in the previous section.

3.2 Approach

A multistaged approach was adopted for accomplishing the stated

objective. The important elements constituting the basic approach are as
follows:

1. Definition of a physically-credible mathematical model of the scenario
and system description.

2. Preparation of a modular signal generation computer simulation program
incorporating the mathematical model. Main and auxiliary signals could
thus be generated for a variety of scenarioc and system parameter
specifications.

3. Mathematical background and formulation of the BCR adaptive process.
Pertinent supporting mathematical theory of the CG algorithm and its
possible variations could thus be understood from first principles.

4, Preparation of modular BCR simulation program to use signal generation
data and provide a detailed numerical summary of the BCR process
including nulling performance.

5. Preparation of modular BCR performance and plotting program to afford
the user the visualization of certain performance observables.

6. Discussion of a BCR processor implementation and its performance
evaluation via precise computer emulation, an exact model of the
hardware mechanization.

3.3 Accomplishments

Following the approach outlined above, the investigation resulted in
a number of important accomplishments, such as the following:
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1. A mathematical model describing the important physical aspects of the
scenario and pertinent parameters of the adaptive array system was
defined. The detailed mathematical development was reported in Project
Memorandum 8512-01. One of the most important contributions of this
particular work was the derivation of the equivalent baseband transfer
function of the antenna system which describes the transformation of the
complex envelope of a given source from incidence on the array, through
the receiver and all the way down to baseband. As such, each incident
source is viewed as passing through a distinct channel determined by
its angle of arrival and the receiver's final IF filter. The received
baseband signal at a given port is simply a linear superposition of
individual source envelope signals transmitted through their associated
equivalent baseband channels.

2. The scenario and system description defined in PM 8512-01 was incorporated
into a disc file in the form of a clearly descriptive menu from which
the user may specify pertinent parameters. Included among these parameters
are choices of percent IF and RF bandwidths, specification of IF filter
in terms of its low-pass prototype pole locations, the number of incident
sources, their associated amplitudes and angles of arrival, specification
of main antenna array, locations of auxiliary antenna elements, etc.
This input data file has been referred to as SIGGEN:D.

Project Memorandum 6512-02 introduces a "library-based" modular signal
generation program, SIGGEN, which uses the system description specified
via SIGGEN:D to produce sampled main and auxiliary baseband port signals
in a separate output file, SIGGEN:O,

3. A complete mathematical development of the BCR process was reported in
Project Memorandum 8512-03. Included there is the batch processing
concept, the detailed derivation of the CG algorithm and several
numerical examples illustrating its numerical characteristics. Presented
also is a new constrained formulation of the CG algorithm which may be
applicable not only to fully adaptive array systems but also to partially
adaptive ones.

4, Project Memorandum 8512-04 was devoted to the evaluation of the BCR
process via computer simulation. It includes a detailed description of
a refined version of the signal generation program, SIGGEN, a BCR
simulation program, BCRS, and a BCR performance evaluation and plotting
program, BCRP, All three of these program are modular in construction
and share modules from a common libarary, RADAR:LIB.

An extensive explanation as to how to use these programs is given. It
is shown how the output of each is used as part of the input for the
next program. As such, SIGGEN:0 is used to construct BCRS:D, the input
data file to BCRS. In turn, its output file, BCRS:0, is used to
construct BCRP:D, the input data file to BCRP.

As mentioned before, SIGGEN:0 includes sampled main and auxiliary
complex baseband signals. Output file BCRS:0 includes the convergence
or relaxation characteristics in terms of gradient metric and combined

: 1-6




power reduction at each iteration, as well as the associated evolution
of adaptive weight iterates. Also computed is the combined-port signal
along with the achieved nulling performance,

Although an output file BCRP:0 is created, it is most interesting in
graphical form. The TEKTRONIX graphical output provided by BCRP
includes a graph of main and combined signal amplitudes, source-related
channel amplitude responses before and after adaptation, field-patterns
at_the vicinity of source-angles of arrival before and after adaptation
and, finally, mainbeam pattern before and after adaptation.

Results from a large number of examples are presented graphically.
Included among these examples are cases involving scenarios with
continuous, blinking, wideband, multiplath equal and unequal power
sources. System configurations with singly or multiply-tapped ports
are also considered.

A practical TTL implementation of a BCR processor has been included in
Project Memorandum 8512-05. Although the design given applies specifi-
cally to a 4-port system, the general approach applies to other
dimensionalities.

A modular computer emulation program, BCRM, incorporating the exact
hardware design is also included. Using an input data file, BCRM:D,
which includes SIGGEN:0, BCRM carries out the detailed adaptive fixed-
point arithmetic employed by the hardware implementation. The entire
arithmetic activity of the BCR processor is written into an output file
BCRM:0. Three examples demonstrate the effectiveness of the implementa-
tion.

Probably, the most important accomplishment of the BCR adaptive
processing study is the library of software modules and the four major
programs made of these library modules. With these at hand, the user
may examine the performance of the BCR processor for any number of
examples other than the ones presented. Following the convention of the
library approach, the user may add to the sophistication of the software
already developed.

For purposes of easy reference, the next few pages contain a complete
catalog of the modular library, RADAR:LIB. Listed there are source

module names and special JCL programs indicating authors, date of
origin and revision.
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4.0 RECOMMENDATIONS

Based on the results of the present study, there are two possible
avenues for future productive work involving BCR adaptive processing. A
software effort may be defined to increase the capability of the modular
library in order to address adaptive performance in more realistic
scenarios and operational system configurations. A companion effort must
address increasingly more sophisticated, efficient and flexible architectures
of BCR adaptive processors.

The modular library already developed is amenable to a systematic
improvement and growth. As such, realistic scenarios involving desired
signals, interfering sources and ambient noise may be incorporated via
modifications to existing modules or creation of new such modules. The
constrained BCR formulation, which may be applicable in certain operational
situations, must be accommodated in the existing BCRSIM module. The
resulting module may now be applicable to solving both unconstrained and
constrained minimum mean square problems which arise in radar signal
processing. Besides adaptive nulling, applications such as adaptive clutter
cancelling, spectrum estimation and spatial or temporal adaptive filtering
come to mind.

Since BCR adaptive processing has a wide applicability, it makes sense
to exploit promising architectural options that further take advantage of
its underlying algorithmic structure and lead to cost-effective, technically
reliable and flexible implementations. For example, a serialized BCR
processor design involving a single complex multiplier/adder combination
would lend itself to a variable dimensionality application, Implied here,
of course, is the need for appropriately flexible timing, control and storage
architectures and certainly programmability. Finally, future BCR implementa-
tions should tend toward distributed, self-diagnosing and fault-tolerant
processing architectures with the aim of enhancing computational capability
and operational survivability.
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1.0 INTRODUCTION

Consider a surveillance radar adaptive array system employing a large-
aperture narrow-beam low-sidelobe main linear antenna array in an adjustable
weighted combination with a number of omnidirectional auxiliary antenna ele-
ments with the aim of suppressing sidelobe interference. A credible evalua-
tion of the dynamic performance of such an adaptive system cannot be conducted
unless the analysis employs a sufficiently faithful mathematical model that
describes the pertinent physical phenomena involved.

Given an arbitrary signal arriving from a certain azimuth direction, a
reliable mathematical model must describe the received form of the signal at
each antenna port incorporating the dependence on bandwidth. Beyond this
point, the main and auxiliary signals must be down-converted to some conve-
nient intermediate frequency (IF) and band-limited there by appropriate
filtering. Expected mismatch and misalignment between the different IF
filters must be included in the model, thus reflecting the description of the
received signals up to that stage.

In order to analyze the performance of subsequent digital processing,
which is usually accomplished at baseband, the mathematical model must de-
scribe the signals down to baseband, taking into account any baseband filter
mismatch if it is deemed significant. In effect, the signal at each receiver
baseband port constitutes the complex envelope of the original signal at the
source transmitted through an equivalent "channel" that incorporates the
antenna and receiver characteristics already mentioned.

An equivalent channel may be defined for each combination of source and
receiver. Clearly, the cancellation performance of a baseband adaptive array
process will depend directly on the quality of match between these channels.
The discussion that follows develops the mathematical model that describes the
general channel and defines the received baseband signal. Specific considera-
tions are given to receiver mismatch, wideband operation, and the multipath
phenomenon.
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2.0 MATHEMATICAL MODEL

The specific aim in this section is to define the mathematical model that
describes the propagation of an arbitrary signal from its source through an
arbitrary linear antenna array, through its accompanying receiver down to base-
band. 7o begin with, an appropriate irideband signal is first defined. Subse-
quently, a linear antenna array configuration is defined appropriate for aday-
tive array processing, Finally, the equivalent baseband channel description is
developed in a clear step-by-step process constituting the "transfer function"
from the complex en'=lope of the source signal to the complex envelope that
comprises the desired baseband signal. The actual representation of the hazoe-
band signal then follows,

2.1 Transmitted Signal

At its source, a given transmitted signal may be defined by the general
expression

x(t) = P(t) cos [2mf t + ¢,(t) + ¢,] (2-1)

where P(t) is a noise-like amplitude-modulation waveform, ¢, (1) is an arbitrary
phase modulation and ¢, is a fixed arbitrary initial phase.

For the purpose of analyzing the performance of an adaptive array system,
it is not strictly necessary that x(t) be of the complexity (2-1). It would
suffice, for example, to define an appropriate transmitted signal by

x(t) = P(t) cos 2mf ¢ (2-2)

where P(t) is chosen to be a biphase noiselike sequence with a chip-rate high
enough to yield a nearly uniform line spectrum over the band of interest about
£,. It is important to note that intrinsic channel characteristics assoclated
with  this band will come into play and imprint their effect upon the ultimate
signal at the receiver's baseband. Since phase modulation does not add any
further observability of channel characteristics, its use is only academic.
Finally, the initial fixed phase ¢  may be taken to be zero without loss of
generality, except perhaps in the most degenerate of cases in which received
baseband signals might be strictly real or imaginary thus occupying only one of
the quadrature channels. It is not expected that this situation will be of
concern in the sequel.

In view of the above argument and considering the relative simplicity in
the subsequent analysis and computer simulation, the transmitted signal will

be assumed to be of form (2-2). It should be noted, however, that a phase
shift will be induced at the antenna upon reception of (2-2).

I1-2
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2.2 Antenna Configuration

An antenna configuration appropriate for adaptive radar processing is
one involving a multielement main linear array in combination with a number
of omnidirectional auxiliary elements.

2,2.1 Main Linear Array

More specifically, the main linear array will be assumed to be comprised
of at least 250 equally-spaced omnidirectional elements weighted according to
a Taylor window and phased broadside. For convenience, the 25 dB Taylor window

[1] to be used will be approximated by a simpler expression that defines the
2-th weight by

a(f) = 1.0 + 0.5 cos M:%MQ (2-3)

where £ ¢ [1,L], L is the total number of elements comprising the linear array.

Although the distance between elements is ususally taken to be equal to
the half-wavelength of the center frequency of operation fy , it is an easy
matter to choose the element separation to be some fraction of 28, namely,

AO
d = d°—2- (2‘“)

where, typically, d, £ 1. This flexibility is needed in analyzing system
performance over a large operating frequency range.

It should also be noted that even though the uniform-spacing assumption
may be restrictive from thepoint of view of analyzing the practical beamform-
ing capability of the linear array, it poses no such restriction in the inves-
tigation of its performance in an adaptive array system as envisioned here.

2.2.2 Auxiliary Elements

The weight-adjustable auxiliary antenna elements will be assumed to be
omnidirectional, although, in general, they may be chosen to have a more
complex field pattern. However, more important than this is the fact that
the auxiliary elements need to be randomly emplaced over the entire aperture
of the main array if they are to be effective in the adaptive process.

11-3




In choosing a particular emplacement of auxiliary elements over the
aperture of the main array, two important issues are involved. First, the
need for spatial resolution, that is at least equivalent to that of the main
array, dictates that the available auxiliaries span the main antenna aperture.
Second, in view of the relatively small number of auxiliaries and their con-
sequent large physical separations (>> X ) over themain antenna aperture,
the emplacement of the auxiliaries must be sufficiently random in order to
circumvent undesirable blind regions.

Referring to geometries of poor cancellation, the blind region phenomenon
is most pronounced when the auxilliary elements form a uniformly spaced thinned
array. Most commonly explained as the grating lobe effect, this undesirable
feature is a manifestation of spatial aliasing. A remedy for minimizing spatial
aliasing is random spatial sampling, which results in improved performance of
the underlying adaptive array process. The validity of random spatial sampling
(random emplacement of auxiliary elements) in dedling with the aliasing problem
is supported by a considerable amount of investigation in the area of random
array theory [2] and, specifically, with the synthesis of directive low-sidelobe
random thinned arrays [31, [4].

Recent investigations at Motorola Government Electronics Division have
addressed the blind region problem in connection with sidelobe cancelling [5].
A linear dependence hardware test provided direct verification that the blind
regions are due to the aliasing structure of the auxiliary subarr‘ay.+ Based on
further measurements, it was concluded that it may not be possible to completely
eliminate blind regions in adaptive arrays, even with random emplacement of
auxiliaries. It may be that the ultimate way around this problem is the use of
an excess of degrees of freedom, namely, more auxiliary elements than strictly
necessary,

2.3 Equivalent Baseband Channzl

Given a source signal of the form (2-2) incident onto a uniform linear
array attached to a given receiver, the resulting baseband signal happens to
be the complex envelope output of a properly defined baseband channel whose
input, in general, is the complex envelope of the original signal at the source.
| Of course, in view of (2-2), the input complex envelope is strictly real.
' Following a discussion of a complex bandpass signal representation, two forms
‘ of the so-called equivalent baseband channel are derived, a general form and a
3 simpler alternate one.

An experiment conducted by D. Fraser and S. M, Daniel at Motorola's Govern-
ment Electronics Division, Scottsdale, Arizona, in 1977 predicted the exis-
tence and precise location of blind regions of an adaptive array system by
exercising only the auxiliary subarray.

I1-4
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2.3,1 Complex Signal Representation

Before attempting to characterize the equivalent baseband channel, it is
necessary to introduce the notion »f complex envelope. To begin with, consider
the general bandpass signal

x(t) = P(t) cos (2mf,;t + ¢) : (2-%)

where P(t) is a lowpass pseudonoise function whose bandwidth is a sufficiently
small fraction of the carrier frequency f,, [6] and ¢ is an arbitrary fixed
phase induced by a receiving antenna. Since x(t) may be written as

x(t) P(t) [%j(?ﬂflt + ¢) . e'j(2"f1t + ¢{]

2
e’ j2nf t o390 -jowf,t
=—2—P(t)e 17+ —Z——P(t)e 1 (2-6)
Letting P(f) = J{P(t)}, the Fourier Transform of x(t) is given by
ej¢ o Jo
X(£) = =5~ P(£-f)) + —5— P(f+f,) (2-7)

clearly, a conjugate symmetric function about the origin, f=0. Figure 2-1
shows the corresponding amplitude spectrum, |X(f)|, indicating positive and
negative-frequency portions by X*(f) and X-(f), respectively.

'3
| x(£)]
Egé3] |x*(£) |
—+ t —»
-f, 0 £, £

Figure 2-1. Symmetric Amplitude Spectrum of Real Bandpass Signal x(t).
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Consider now the downconversion of x(t) to baseband by mixing it with
cos 2mf t and its quadrature, -sin 27f t, followed by ideal lowpass filtering
to reject the 2f, components. Figure 2-2 depicts this downconversion process
applied to x(t) and resulting to the inphase and quadrature components, I and
Q, which comprise the complex baseband signal

2(t) = p(r)el® (2-8)

In view of (2-7), the Fourier Transform of (2-8)
20£) = e3%(#) (2-9)

is, clearlyv, twice the positive-frequency half of the bandpass complex spectrum
of x(t), x*(f), translated toward the origin by a displacement of f, . Its
amplitude spectrum, |Z(f)|, is shown in Figure 2-3,

4 7(6)]

Figure 2-3. Amplitude Spectrum of Complex Baseband Signal g(t)

The complex baseband signal,z(t), is also known as the complex envelope
of the bandpass signal x(t). Given an arbitrary bandpass signal x(t), its
complex envelope may be determined in a way analogous to the above example.

In general, the desired complex envelope is the inverse Fourier transiorr
of twice the positive frequency half of the complex spectrum of x(t), X¥(f),
translated toward the origin by an amount equal to the oscillator frequency
f,, which may not necessarily be equal to f,. As such, in view of (2-6) and
(3-7), the determination of the complex envelope is facilitated by dealing
directly with the complex representation of x(t); namely,

j(2nf1t + ¢)

z(t) = P(t)e (2-10)
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whose Fourier transform is exactly

25y = 2x*(f) = e3%(saf ) (2-11)

Then, the spectrum of the complex envelope associated with a downconversion
of £ is given by

25y = ox*ere ) = I0P(sar ) (2-12)

and the complex envelope by

p(1)ol 0 12M(E -1 Ot

r(t) = (2-12)

a simple frequency translation of (2-9), as expected., Figure 2-4 summarizes
the relationship between x(t), z(t) and 7(t), in terms of their respective ampli~
tude spectra.

It should be noted here that the complex signal, z(t), is sometimes referre?
to as the complex pre-envelope of x(t). Clearly, x(t) happens to be the real
part of z(t); that is,

x(t) = Re{z(t)} (2-14)
It is also noteworthy that a phase shift of f on x(t) may also be written as

%(t) = Rejed"z(1)] (2-15)

involving the complex multiplication of z(t) by eje. Equivalently, by (2-10)
and (2-13)

j2nf t

x(t) = Rejz(t)e (2-16)

and

%(t) = Relz(t)el®%I2™ T (2-17)

which implies that the phaseshift § may be effected at baseband, involving,
again, complex multiplication. Obviously, the phaseshifted complex envelope

11-8
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t 1«

x(t) = P(t) cos (2mf t+o) | X(f) = %-[ej¢P(f+fo) N e'j°p(f-f°)]

s 0 7T, B3
1* [2(£)]
2(t) = p(r)ed (2TEITHO) 2(£) = e3%(-£)
raa—ay -,
0 £, 1, f
|2¢8)]
2(1) = P(2)el? 2(£) = eI%p(eee -£)
—
0 T

Figure 2-4,

envelope, respectively,

shift is £ # f,.
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is given by
B = ed%(1) (2-18)

It should be emphasized at this point that although (2-8) seems to be an
intuitively appealing and logical expression for the complex envelope of x(t),
in general, f, is not known or is not even meaningful. Typically, the bandpass
character of x(t) is established via appropriate filtering and f, is chosen to
be somewhere at the center of the band. The important criterion for downccnver-
sion is that x(t) be limited within a band that does not exceed 2¢ , so as to
allow for effective filtering out of the 2f spectrum that is produced in the
underlying mixing process. Only then does the notion of complex envelope dis-
cussed above make sense.

2.3.2 General Form

Assuming the source signal (2-2), the general form of the equivalent base-
band channel is derived in three stages; that is, the part from source through
antenna, through the final IF stage, and finally, through to baseband, as cuggested
in Figure 2-5.

2.3.2.1 Source through Antenna

fccording to the discussion in Section 2,3, the complex pre-envelope of
the source signal (2-2) is given by

z(t) = P(t)ejmrflt (2-19)

Given a linear array of uniformly-spaced omnidirectional elements with weighting
{aQ}KE and spacing 4 given by (2-4), let signal (2~19) be incident onto this
antenna at an angle 6 measured clockwise from broadside. According to the geom-
etry of Figure 2-6, the complex pre-envelope at the antenna terminal is simply

L
ZA(t)= E agp(tul)ejmfl(tﬂﬂ) (2-20)
2=1

where T, is the time advance in the received signal at the f-th element with
respect to reference at the origin of the x-y coordinate system in Figure 2-6.
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In view of (2-4), e is given by

_ id sin 8
[ c

2d, %% sin O

ldo sin ©

= "*FF;'_' (2-21)

where, as mentioned previously, d, is a dimensionless quantity less than or
equal to unity.

For simplicity, consider the general R-th element of the summation in
(2-20); namely,

2,(1) = agp(tar)ed? T (HHTy) (2-22)
Its Fourier transform is given by
Q0
Zl(f) = azj P(t+“[g)ej2nf1(t+r£) e I 4
-Q0
-]
= agejQ"ngJ,” P(t+1y) e‘]2“(f'f‘)(t+11) a(t+1y)
-0
s agp(f-f )ed?™Ty (2-23)

which, in.view of the previous discussion, is a positive-sided transform. The
corresponding transform of the complex envelope of (2-22) is simply the transla-

tion of (2-23) by the baseband local oscillator frequency f,; that is,

2,(£) = a,ed "D peeyr gy (2-24)

whence, the complex envelope is

I1-13
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1

L (t) = a g0}

8—1{F(f+fo-fl)} % 8~1{e52w(jo+f)12}

%

WSELIEFEIOL:

"

a, P(t wed?™MoTe s(tety) (2-25)

which, by the sifting property of the 8 -function, reduces to

Cg(t) =ay ejQWfOTQ P(t+T1)ej2n(f1-fo)(t+Tl) (2-26)

a simple f, translation of (2-22), as it should be. The significance of (2-25),
however, is that it characterizes the transfer function from the signal source
to the £-th antenna element of the array in Figure 2-6. Of course, the transfer
function up to the antenna terminal consists of a summation of such

terms over all the antenna elements. As such,

L
£, (1) = p(0)eI 2T, E aged?™0TL 8ty (2-27)

2=1

which suggests the structure of the channel from signal source to antenna
terminal, as shown in Figure 2-7., Indicated there is the augmented transmitted
envelope,

(1) = p(t)ed2ME £yt (2-28)

-t

presented at the input of the antenna array transfer function

L
A(f) = E agejzn(f°+f)rl (2-29) 1

2=1

and resulting in the desired received complex envelope (2-27).
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2.3.2.2 Source through Final IF

Assume that the processing bandwidth of the receiver connected to the
antenna terminal is essentially established by the final IF filter whose trans-
fer function is given by H(f). Then, the Fourier transform of the complex
pre-envelope for the 2-th element may be written as

Z,0) = a p(eef £ - )ed NEHEE )Tyt iy (2-30)
L 2 o I "
whence, the Fourier transform of the envelope becomes
3 f
2,(£) = aQP(f+fo-f})e]2n(f+‘0)T2 HY(£4£ ) (2-31)

and the actual complex envelope is found, as before, to be
£, (1) = aQP(t)ejzn(fl_fo)t* Gm![eJQH(fo+f)TR H+(f+fI)] (2-32)

Figure 2-8 suggests the derivation of the received envelope of the L-th element
carried to the output of a final IF filter, showing amplitude spectrum

of the pre-envelope, |Z(f)|, the positive-frequency IF-filter amplitude response,
[H'(£)|, and, finally, the spectrum magnitude of the received baseband complex
envelope, |2(f)}.

The received envelope by the entire antenna array at the final IF filter
output is given by summation of (2-32) over the elements of the array,; namely,

L

CIF(t) - p(t)ejQ“(fx'fo)t g 2 :alejQW(f0+f)T2 H+(f+f1) (2-33)
2=1

The equivalent baseband channel from signal source through the antenna array
and the final IF filter is shown in Figure 2-9.

2.3.2.3 Source through Baseband

At the last downconversion stage from final IF to baseband, individual
I and Q filters must be used to reject the 2f spectrum that results from the

11-16
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underlying mixing process., Because of limited physical tolerances these two
filters may not, in general, be assumed identical and thus should be distin-
guished by transfer functions Hy(f) and Hop(f), respectively. Figure 2-10
gives the mathematical model of the general form of the equivalent baseband
channel from signal source to baseband. The received envelope in this case
may be specified by defining the real and imaginary parts separately; that is,

L
i - j2m( £ +£) +
Re £,(t) = p(1)eI2ME - £)T & o1 E aged M oI W (raE R () (2-34.1)
2=1
L
: _ - j2m(f +f)T + -
Im £ (1) = p(1)el2mE -f T g E ale] 0 LOHTCEREDH(£) 0 (2-34.2)
2=1

It should be mentioned that although (2-34) characterizes the desired
baseband channel quite generally, it remains possible to further simplify the
expressions by invoking certain reasonable assumptions. The resulting alternate
characterization, although simpler, succeeds in embodying the essential features
of the system that account for the substantial source of relative distortion
between channels,

2.3.3 Alternate Form

It is common practice in receiver design that the final IF filter establish
the operating bandwidth. In downconverting to baseband, the nearly identical
baseband filter transfer functions, H;(f) and Hy(f), need not be as selective
as the IT transfer function, H(f). The function of baseband filtering is to
reject the 2f spectrum resulting from the final stage of mixing in the down-
conversion process. In view of this fact, the equivalent baseband channel
as characterized by (2-34) reduces to the simpler form of (2-33).

Another observation to be made at this stage is that from the point of
view of assessing the performance of adaptive processing, it is not essential
that the spectrum of P(t) be centered about a carrier frequency f, different
from fo- Choosing f,=f , reduces (2-33) to the simpler received envelope ex-
pression

L
£5(t) = P(t) # g7’ 2 ag I ZMEA Tyt g (2-35)
=1

The associated equivalent baseband channel is considerably simpler, as shown in
Figure 2-11.
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2.4 Received Baseband Signal

The form of the baseband signal to be adapted for subsequent analysis
will be (2-35), the simplest expression for the received complex envelope

at baseband. Letting the equivalent baseband channel transfer function be
given by

L
c(f) = E azejQ“(fo*f)Tﬁ HY(£4£) (2-36)

L=1

associated with a complex impulse response c(t), the received complex en-
velope at baseband (2-35) may be rewritten, more explicitly, as

;B(t) = P(t) % c(t)

00

=f P(1)c(t-1)dT (2-37)
} Ve

* This last expression suggests the practical means for computing a sequence
of sampled values of the complex envelope (2-37), namely, a discrete convolu-

tion of sampled values of P(t) and a finite M-sample impuse response approxi-
mating c(t); that is,

nin(nyM)

CB(n) z E P(n+l-m)c(m) (2-38)
r m=1

i Of course, it is understood that these samples must occur at the Nyquist rate,

or, more precisely, at twice the cutoff frequency of the equivalent baseband
channel.
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3.0 SYSTEM CONSIDERATIONS

The operational effectiveness of an adaptive array system depends directly
on a number of physical factors which will tend to establish bounds on its ulti-
mate nulling performance. Whereas a dynamic signal environment will bring about
a performance degradation that can vary considerably according to algorithm,
other pertinent physical factors such as receiver mismatch, operational band-
width, and multipath effects account for performance limits independent of
algorithm.

3.1 Signal Dynamics

Continuous noise interferring sources do not present any particular diffi-
culty to the nulling performance of even the simplest of adaptive algorithms
such as the LMS [7], [8]. However, blinking interferences could conceivably
degrade the performance of adaptive array systems employing even more sophisti-
cated dynamic algorithms ([9].

In the present contract, the study of the Batch Covariance Relaxation (BCR)
algorithm [10] is motivated not only by its potentially efficient architectural
implementation but just as importantly, by its batch processing operation, which
accounts for a certain level of immunity to a dynamic signal environment. This
necessary feature of any future adaptive array process will be elaborated further
in a future memorandum intended to describe the essential aspects of the BCR
process.

3.2 Receiver Mismatch

A very fundamental physical limitation on the performance of an adaptive
array system is the relative matching between the main and auxiliary-channel
receivers. Mismatch among receivers is due to filter mismatch at a point of
highest selectivity in the downconversion chain.

Typically, the receiver operating bandwidth is established at the final IF
stage whether or not the process that follows remains at IF or takes place at a
subsequent baseband stage. In this situation, the final IF filter mismatch is
due to two design inaccuracies; that is, center-frequency alignment and percent-
bandwidth deviation. At baseband, the I and Q lowpass filters need only reject
the 2f7 spectrum and hence may be wideband compared to the IF, thereby not adding
appreciably to the overall mismatch.

Alternatively, it may make sense to consider establishing the receiver
operating bandwidth at baseband by sufficiently narrow separate I and Q lowpass
filters whose transfer functions, Hi(f) and HQ(f), may deviate in percent-bandwidth.

As already discussed, receiver mismatch may be attributed to deviations in
both IF and baseband filter characteristics. For the purposes of the present
investigation, consideration will be limited to mismatch that is entirely due to
final IF filter deviations, consistent with the typical receiver implementation.
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3.3 Wideband Operation

In developing the expression for the transfer function of the equivalent
baseband channel in Section 2.0, the corresponding linear array transfer function
has been shown to be

L

ACE) = E alejzﬂ(f0+f)Tk (3-1)

=1

where {ag}ggl is the antenna weighting sequence and Ty is the negative time
delay at the f-th element relative to the origin. For a uniform element spacing,
the use of (2-21) simplifies (3-1) to

L £
.lwdo sin 6 (1 + ?—)
A(f) = E ale] 0 (3-2)

=1

where 6 is the angle of arrival measured from broadside,

For § = 0, A(f) exhibits nearly constant amplitude and linear phase charac-
teristics over a wide variation of f about f,. However, with increasing aper-
ture (iarge L), bandwidth (large f) and B, Aef) will exhibit an increasing mea-
sure of amplitude and phase distortion. This trend is manifested by an increased
sensitivity in the sidelobe structure of the radiation pattern. More specifically,
at a sufficiently large angle 9, a pattern null at some frequency f will not
remain such over the operating bandwidth. As a consequence, the transfer function
over the band of interest could exhibit a stopband as indicated in Figure 3-1.

The difficulty of cancelling a single interference arriving at a far sidelobe
of the large main array by combining with it a singly-weighted omnidirectional
auxiliary is clearly seen. In the latter case, the antenna transfer function
will exhibit nearly constant amplitude and linear phase over the bandwidth B.

The two transfer functions will simply not match with the single degree of free-
dom provided by one complex auxiliary weight.

3.3.1 Tapped Delayline Option

Achieving a so-called "wideband null" is synonymous to matching the auxil-
iary channel to the main one., This may be accomplished by using multiple aux-
iliary taps in the form of a tapped delayline. The number of taps to be used
depends directly on the complexity of the main channel response. On the other
hand, the time-spread of the taps need not exceed the maximum time delay ex-
pected over the main antenna aperture.
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Figure 3-1.

Potential Stopband Behavior of Large Ant-nna
Array Transfer Function at a Far Sidelobe
With Wide Operational Bandwidth B,
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The general problem of matching one channel with another by means of a
tapped delayline has been addressed previously in a specific application to
equalization [10]. Although the present situation is no different, some care
must be exercised that the tap weight adjustment does not deteriorate the
quality of the established main beam. Of course, depending on the antenna
scheme and adaptive algorithm employed, this concern may or may not be signi-
ficant. In a fully-adaptive antenna scheme the tap weights must be constrained
to maintain a desired beam and low sidelobes while simultaneously suppressing
interferences. In a sparsely adaptive antenna arrangement that is being
considered presently, the tap weights need to be constrained so as to maintain
the integrity of the main beam, something that is most crucial when using a
dynamic algorithm and less so when using a batch algorithm,

3.3.2 Single Tap Option

The effect of a delayline tap-weighting may be accomplished equivalently
by using a sufficiently large number of singly-tapped auxiliaries. Of course,
this approach may be undesirable because of the fact that it would mean a
large increase in the number of receivers used, On the other hand, spread
randomly over the aperture, the singly-weighted auxiliaries could conceivably
act in a more optimal way to simultaneously provide channel matching and inter-
ference suppression, Although this alternative may not apply to a space-fed
antenna structure, it does apply to a corporate-~fed one that is presently being
considered.

3.4 Multipath Phenomenon

The mathematical model developed in Section 2.0 is valid when considering
an antenna array by itself and ignoring mutual coupling between elements.
While it is recognized that interelement coupling will tend to limit the
achievement of the desired main array pattern, or hamper adaptive beamforming
there is no such concern in the partially adaptive array system considered here.

A phenomenon of much greater concern which could severely limit nulling
performance is multipath, In a practical deployment of any antenna system,
nearby supporting structures and other scattering bodies within a wide field
of view can easily account for alternate paths via which a signal could arrive
at the antenna, besides the expected direct path.

3.4.1 Channel Description
The multipath phenomenon may be integrated conveniently in the description

of the equivalent baseband channel. Specifically, given the direct and an
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alternate path, the resulting compound channel is as shown in Figure 3-2, To

be noted, there, are the portions of the primary and alternate paths originating
from the common source and terminating at the common input to the baseband IF
filter transfer function. The distinction in the two paths is attributed not
only to the extra relative delay in the alternate path, but, also to its base-
band antenna array transfer function. The latter distinction is based on the
fact that the alternate path angle of arrival is necessarily different from that
of the primary path. More precisely, the primary and secondary path antenna
transfer functions are given, respectively, by

L \

A(f) = E alej2n(f°+f)TR

=1

L ”,
AN(f) = E aleJQﬂ(f0+f)Tl

=1

where Ty and T}I are the distinct negative time delays at the £-th element
relative to a convenient origin. These time delays are given by

\

> : (3-3)

2d, sin 6
Yy T TT2E,
) (3-4)

2d, sin 67
T TT2E,

where 8 and 8” are the corresponding angles of arrival measuvred clockwise
from broadside. The delay transfer function associated with the alternate
path is given by

D(f) = C,e-jZn(f°+f)r‘ (3-5)

where c¢” is generally a complex constant representing amplitude and relative
phase of the secondary signal in relation to the primary one, and 1~ is the
associated relative delay.

The extension of the channel description to any number of alternate paths
is obvious from the above. The received complex envelope is computed in a
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similar way as already suggested in Section 2.0, That is, with the compound
transfer function defined, the desired baseband signal may be expressed as a
discrete convolution of the source signal envelope with the channel impulse
response according to (2-38).

3.4.2 Effect and Remedies

As shown above, the compound channel transfer function for a two-path
situation is of the form

C(f) = A(f) + D(FIAT(F) (3-6)

If A7(f) = A(f), C(f) will be characterized by a rippled amplitude response,
in view of (3-5). The amplitude of the ripple will depend directly on c”

and its period on 17. A very similar effect should result in the general case
when A“(f) # A(f), although the ripple may be somewhat randomized, especially
with increased operating bandwidth,

Although rippled amplitude responses will be induced in any antenna
transfer function by multipath, it is improbable that the fine structures
would match for two different antennas. It is not surprising then +that
channels corresponding to a multielement main array and a single element auxil-
iary would differ considerably. As a consequence, it may generally be impossible
to provide proper cancellation of a multipath signal incident onto the main array
by combining it with a singly-weighted auxiliary. Extra degrees of freedom will
be needed to deal with cancellation in a multipath environment, and even more
with increasing operating bandwidth,

One possible way to provide effective sidelobe cancellation for a wide
operating bandwidth in the presence of multipath is to use a channelized ap-
proach. This scheme utilizes a bank of filters to subdivide the operating band
and seeks individual adaptive weights for each. Conceivably, if the subdivision
is fine enough so that the multipath-induced ripple is not noticeable within
an individual filter band, the corresponding single complex weight per filter
would suffice. One possible disadvantage in this approach is the potential
difficulty in maintaining a certain matching tolerance in the filters comprising
the filter bank. More generally, spectral-domain adaptive processing may be
used [12],

Two other means for dealing with cancellation in multipath involve the use of
tapped delayline auxiliaries or an equivalent multiplicity of singly-weighted
auxiliaries, as already mentioned in Section 3.4. The advantage of either of
these two approaches over the channelized scheme is that no additional distortion
is introduced, Otherwise, the total number of adaptive weights, the degrees of
freedom used, are essentially the same in each case.
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4.0 REMAFRG

The main objective in the jresent menmorandur. has been to develop &
mathematical madel that would reasonably describe the transformation o4 a
source signal through a linear antenna array down to the baseband of irtr
associated receiver. In accomplishin, this, an equivalent basetand clunnel
has been defined in terms of a trancfer function that relates the source
signal envelope at its input to the received comjlex envelope at its base-
band output. C(learly, then, the received complex envelope may be expres-e-l
as a convolution of the input source envelope with the channel impulse re-
sponse . The channel transfer function has Leen modeled to take into account
spatial dispersion depending on the angle of arrival and antenna configura-
tion, incorporating, as well, the associated receiver characteristice., loing
this is crucial in evaluating the performance of an adaptive array sycten,
since it involves combining the main antenna and its receiver to a number of
auxiliaries and their associated receivers, with differing characteristics embodied
in the basic mathematical model.

A secondary objective of the present memorandum is to address some system
issues that pertain to the general performance characteristics of an adaptive
array system. Besides inter-receiver mismatch, some attention is focused onto
the intrinsic difficulties that may be encountered in a wideband operation,
and appropriate means for circumventing a potentially poor performance. The
multipath phenomenon is also examined and possible remedies against its effects
on performance are discussed., Multiple degrees of freedom are recommended for
effective nulling performance both in the case of wideband operation as well as
in a multipath situation. Degrees of freedom may be realized via a multiplicity
of singly-weighted randomly emplaced auxiliaries, multiply tapped delayline
auxiliaries or through receiver channelization using a filter bank or more
generally via spectral weighting.

In defining the mathematical model as described in this memorandum, an
attempt has been made to incorporate the most prominent limitations in adaptive
array performance within the realm of one possible antenna configuration.
Antenna aperture dispersion, receiver mismatch, wideband operation, and multi-
path effects, however, constitute important limitations to general adaptive
array performance. Further limitations such as cable reflections and mixer-
generated noise were not incorporated in the model, Their effects have been
considered of secondary importance assuming, of course, proper design,
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1.0 INTRODUCTICKN

Froject Memorandum 8512-01 has presented a fairly authentic mathematical

model which can serve to describe the transmission of a noise signal through a
linear antenna array and its associated receiver, all the way down to baseband.
It has been shown that the complex baseband signal from a given signal source
at some azimuth angle of incidence with respect to the antenna array happens to
be the envelope of the source signal transmitted through an equivalent baseband
channel which incorporates both receiver and antenna characteristics, including
an explicit dependence on the angle of arrival. More specifically, the received
complex baseband signal may be derived via a convolution of the source signal
erivelope with the complex impulse response of the equivalent baseband channel.

i Assuming linearity, the received baseband signal due to a number of source

signals arriving from distinct angular directions is the superposition of their

corresponding individual channel transmissions.

The present memorandum describes the development of a structured FORTRAN IV
rrogram for the purpose of generating received baseband signals at the multiple
ports of an arntenna system consisting of a Taylor-weighted large-aperture main
linear array and a number of omnidirectional auxiliaries sparsely disposed over
the aperture. Taking into account the underlying mathematical model already
defined, pertinent system parameters are normalized in order to allow for
easy generalization., Overall system and scenario description is provided via
a carefully constructed input data file, SIGGENO:D, consisting of an easily
readable talle of user-selectable system parameter values. The actual signal
generation program identified by the acronym SIGGENO is modularized into a number
¢f elementary function-oriented subroutines for the sake of clarity, flexibility
and adaptadility to future growth.

The collection of the elementary subroutines, the source modules, comprise
the signal generation source library. The corresponding set of compiled binary
modules comprise the associated binary library. Through an appropriate job control
language program, the composite binary module, SIGGENO:B, is synthesized from a
selected set of binary modules. An executable load module, SIGGENO:L, is
subsequently generated. Given the input data, SIGGENO:D, appropriate execution
of SIGGEND:L generates the desired baseband port signals and stores them in an
output data file, SIGGENO:0,

The validity of the signal generation program, SIGGENO, is ascertained via
a successful demonstration of BCR adaptive processing using a specific set of
signal data, SIGGENO:0, and an existing BCR simulation program. Actual
simulation results are presented.

Keeping in mind the intent of a large-scale applicability of SIGGENO, it
has been optimized for minimum-core usage. An attempt to time-optimize the
program by means of partitioning turned out to be rather ineffective. Some
recommendations for future program additions and modifications are made.
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2.0 PARAMETRIC SYSTEM DESCRIPTION

Consider a multiport antenna system consisting of a Taylor-weighted main
linear antenna array in conjunction with a number of omnidirectional auxiliaries,
emplaced nonuniformly over the main antenna aperture. Given a number of noise
signal sources incident onto the antenna system from distinct azimuth angles,
we wish to derive received baseband signals at each of the antenna ports by
means of a computer simulation program.

A logical development of a clear, efficient and flexible signal generation
program must follow a concise parametric system description of the baseline
system. With this information at hand, it will be possible to identify elementary
system functions, define their mechanization into dedicated subroutine modules
and establish a structured computer simulation program that should enhance system
understanding, exhibit a high degree of flexibility and allow for a natural
adaptability to efficient future growth.

The objective in the present section is to give a parametric system
description of the underlying mathematical model and the normalization of some
important parameters that will allow for useful generalization of results.

2.1 Mathematical Model

Project Memorandum 8512-01 [1] has already provided a mathematical model
that describes the baseband reception of a noise signal incident onto a linear
antenna array from a given angular direction. In fact, the received complex
baseband signal has been shown to be

gglt) = P(x) * (1) (2-1)

where

P(t)

the real-valued zero-mean envelope of the
incident noise-source signal.

-1
3 {c(£)} (2-2)

e(t)

the equivalent baseband channel complex-
valued impulse response that characterizes
the transmission of the incident noise
envelope through the linear array and down
to baseband, thus yielding the received
baseband signal, CB(t).
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L

Z a eI fotf Ty Bt (gt ) (2-3)
=1

the equivalent baseband channel transfer
function associated with impulse
response c(t).

the L-element linear antenna array
weighting sequence.

the carrier frequency of the incident
noise signal, taken also to be the center
frequency of the system's RF band.

fLdosiné

the negative time-delay at the &-th
antenna element with respect to a reference
origin

antenna element number

the interelement spacing factor, a
dimensionless positive constant indicative
of the amount of half-wavelength spacing
between the uniformly-spaced antenna array
elements at the center RF frequency, fo.

the azimuth angle of incidence of the noise-
source signal, onto the linear antenna array,
measured clockwise from its broadside direction

the positive-frequency transfer function of
the receiver's final IF filter translated
to baseband.

the center frequency of the receiver's IF band.

baseband frequency ranging around DC.
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It should be clear from (2-1), (2-2) and (2-3) that the equivalent
baseband channel transfer function, C(f), relates the input incident noise-
source signal envelope, P(t), to the output received complex baseband signal,
Z.(t). More precisely, (2-1) expresses [_(t) as a convolution of P(t) with
tge equivalent baseband channel impulse response. To be noted here is the
explicit dependence of the baseband channel transfer function, C(f), on the
angle of arrival, 6. Assuming linearity, this implies that, in the general case
involving a multiplicity of directionally-distinct noise-source signals, a
received baseband port signal is the superposition of individual contributions
from each noise-source signal via its associated distinct baseband channel.

Figure 2-1 shows a single-port linear antenna array system receiving
three directionally-distinct signals. According to the mathematical model
discussed above, the contribution of each incident signal to the actual
received baseband port signal is simply its transmission through its associated
baseband channel as indicated in Figure 2-2. Note that although the receiver's
IF baseband transfer function is common to all channels, they are distinguished
by their distinct baseband antenna transfer functions which will generally vary
with angle of arrival. Clearly, in order to accommodate a situation involving
N distinct noise sources and Np antenna ports, it is necessary to specify
Np x Np distinct baseband channels.

2.2 Normalized Model

Although the baseband channel transfer function given in (2-3) could be
employed, as is, in a computer simulation program, it would be more desirable to
eliminate its dependence on absolute frequency values of £, fy and f,. A
normalized model would allow for a more meaningful interpretation and general-
izaticn of results. As a consequence, the user need not be concermed with
specifying actual frequencies and bandwidths, but could instead deal with
normalized baseband frequency, f, and normalized bandwidth at IF and RF.

r 2.2.1 Normalized Baseband Frequency

! The basis for normalizing the mathematical model of the equivalent

! baseband transfer function, C(f), begins with a logical normalization of the
; baseband frequency, f. In view of existing convention of defining filters in
| terms of their lowpass prototypes having a 3-dB cuteff radian frequency of
unity, =1, it makes sense to define a normalized baseband frequency, f,
accordingly. As a consequence, normalized radian frequency is understood to
be defined by

Q= IR (2-5)

111-4

S Tan a2 LR i

RN
2T L2
= rre T——
Ea i . g




Source #1

YA , Source #2
’ ’
”

Source #3

’
0 X
RCVR
N
Figure 2-1. Single-Port Linear Antenna Array
System with Three Directionally
] Distinct Incident Sources.
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Figure 2-2. Baseband Port Reception of Multiple
Directionally-Distinct Noise-Source
Signals Via Superposition of Individual
Baseband Channel Receptions
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where, W is the actual cutoff radian frequency and w is the corresponding
actual radian frequency. It is then logical to normalize the baseband
frequency, f, in accordance to (2-5) in the sense that the final IF positive-
frequency transfer function, which shapes the baseband spectrum in a generally
asymmetric way about w=0, is attributable to a lowpass prototype filter.

In practice, the 3-dB cutoff frequency f.=w./2T is often referred to
as the lowpass bandwidth of a lowpass filter. Recognizing that the lowpass
filter is symmetric about the origin, we will henceforth refer to its
baseband bandwidth of 2f.=w./m. Accordingly, its normalized radian
bandwidth at baseband is equal to 2. Also, in order to eliminate the burden of
T-handling we will systematically convert the expression of C(f) to one
involving only . In making this transition, the function symbol will remain
the same to preserve association with original notation, even though it is
recognized that the transformation f+w/2m leads to a function distinetly
different from C.

2.2.2 Normalized IF Filter

The transfer function for the final IF filter may be derived via a
bandpass transformation of a lowpass prototype filter having desired
characteristics. More precisely, given a X-pole lowpass prototype filter
transfer function

K Py
HLPP(S) = II (2-6)
k=1 (S-Pk)
the transformation [2]
QZ
s-»%(s+ SI) (2-7)
leads to the equivalent bandpass transfer function
X pk
k=1

-

92
I
(s + —s-)‘ Py

where Q; is the radian IF frequency normalized by we. Assuming, tacitly,
that the IF bandwidth has not changed appreciably from its value of 2 at
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baseband, we may define the system parameter

(2-9)

c

2
a1

1

to be the fractional bandwidth at IF. We may now incorporate c; in (2-8) and
evaluate Hppp(s) on the jfi-axis. Letting

s = iR = j(QI + 6Q) (2-10)

it is possible to characterize the behavior of Hgpp(2) in the neighborhood of Q-.

Ther, using (2-9), it is possible to express Hppp as a function of §Q which
should be recognized as the normalized baseband radian frequency.t To begin
with, applying (2-10) into (2-7), we get, in view of (2-9),

Lo 250, v am) + o
2 s 7 | 7M1 @+ &0

E l+§-9-- 1
2 ar T, 8
15

"

w,
M)
3

+
Lo/

"
™
[
+
‘:’J

L 1+
2
&6Q 1
= T(l + ] (2-11)
L 1 +Cl—2—

+ It should be noted that &0 has been used here to represent baseband radian
frequency rather than ] in order to prevent its unavoidable confusion with
Im(s) in the present development.
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whence, (2-8) becomes?

K Py
(QI + 5Q) = n (2-12)
“Bp? k=1 .60

=11+ 1 -
2 ) 3|~ Px
1l + °1?T

clearly independent of IF radian frequency, {i1, and only a function of normalize:

baseband radian frequency 8Q. It should be emphasized here that, in accordance
to (2-9), Q1 is understood to be normalized by wc, the actual 3-dB lowpass
cutoff radian frequency. As a consequence, the positive-freguenecy IF transfer
function in (2-3) is given by

+ z - gt _
B'(E + £1) = H (01 + 60) (2-13)

provided that £ and f1 are understood to be normalized by f¢ = wc/2v. In order
to minimize notational clutter in what follows, we will assume the following
equivalences

60 ~w
(2-14)
Oy~ wy

and define the positive-frequency final IF transfer function referred to
baseband as

K P
H'(w+w)s 1T S (2-15)
1 k=1 jﬂ 1+ 1 -p
2 l+c =2 x

12

t The reader is reminded that Hppp, as used here, serves as a symbol. If
taken as a legitimate function, it would be necessary to use different
notation with each transformation, which could confuse matters rather
than enhance understanding.
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In modeling the practically-achievable design of a receiver's final IF
filter, two important factors must be taken into account; namely, its bandwidth
and center frequency deviations from those desired. Defining parameters

¢. £ bandwidth factor, around unity, equal to the ratio
of actual-to-specified IF filter bandwidth

¢  E center-frequency offset factor, around zero, that
relates the IF filter's center frequency deviation
as a fraction of the IF bandwidth

it is possitle to rewrite (2-15) so as to include effects of design tolerances.

It is not difficult to see that the effect of ¢, on w is the inverse dilation w/e,.
On the other hand c; will give rise to the tramslation (w-2c,), since the
normalized IF bandwidth is 2. To a good first-order approxlmatlon, the

combined effects of ¢, , ¢,, and ¢, on (2-15) are embodied in the modified y
expression that follows, where, again, Ht* is used as a symbol.

I k.—l (&)'2(23 ( )

2¢, 1(u—2c )

Note that when c,=1 and c,=0, (2-16) reduces to (2-15), which indicates no
design errors. Typlcal l% error impliles that c; and ¢ would range over
(0.99, 1.01) and (-0.01, 0.01), respectively. The consequence of such design
variation will be a mismatching of antenna-port receivers, a condition that
could tend to limit subsequent processing performance.

2.2.3 Normalization At RF

Another important system parameter is the fractional bandwidth at RF,
which may be defined as {

c = = (2-17)

where, again, 2 is the normalized bandwidth of the IF filter attributed to its
associated lowpass prototype. In view of (2-4), (2-17) may be incorporated into
(2-3) to yield an expression for the baseband channel transfer function with no
expl;c;t dependence on wo. It should be noted here that wy, as used in (2-17),

is the RF center radian frequency normalized by W the actual 3-dB cutoff lowpass
radar frequency.
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Consider the exponential term withip the summation of (2-3). Upon
substituting (2-4) and (2-17) into this ~ n, we get

. .Wﬂ.do .
ej21r(f+f°)'rl - ej—f—;—(f + fo)sind
£
- ej'rr!l,do(l + %o)sine
- 3T+ c.,-;i)sine (2-18)

since £/fo= w/wo, in general. Including the effects of c; and c; in (2-18), (2-3) may
be written, most conveniently, as a function of .he normalized baseband radian
Treguency w, as follows:

w~2c,

L
-z : ir2do |2 + ¢ —-——] $in pyt(u+w
C(w) - ale [ “ 2C2 ( I) (2_19)
=1

where, C is understood as a symbol and not a function.

In the above development we introduced four system parameters (in addéitiorn
to the ones included in Section 2.1}, two of which were instrumental in
elminating the cumberscme explicit dependence of *he baseband channel transfer
function on actual IF and RF freguencies, leaving only the desired dependence

on normalized radian frequency w. In fact, we have shown that the baseband
channel transfer function reduces to

L
clw) = Z a,el™ido [l S “%Z—a ] sind
2 2
L=1

X Py
e J7 (2-20)
] L - P

2c, 1+ S (;uc-zcﬁ k

a conceptually-appealing and computationally-desirable form.
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3.0 SIGNAL GENZRATICN FROGRAM

The development of the signal generation program, denoted by the acronym
SIGGENC, is based on a discretized form of the normalized baseband channel
transfer function, C(w), as given in (2-20). An appropriate channel transfer
function discretization, {C(w.)}.Z., results from sampling C(w) at a rate
sufficiently higher than the Nyqul%t rate as dictated by the baseband transfer
function of the IF fllter H (w*wI) Applying an inverse discrete Fourier
transform on {C(wl)} 3 gives a good approximation of its correspondlng discrete
complex-valued impulse response {c(t )}.I.. Then, a sampled noise-source
channel input, P (t )} iT] gives rlse to a recelved sampled baseband channel
signal {CE(’ )}, = jo1» via the discrete convolution

I
25(ts) =ZP(Ti)c(tj-Ti) (3-1)
o1

According %o previous discussion, a number of directionally-distinct sampled
ncise-source signals incident ontc an antenna array will give rise to a received
baseband port signal that is a superposition of sampled baseband signals
received from each source through its associated discretized channel. MNore
specifically, the sampled received baseband port signal is given by

K
Sae(ty) = D G (1)
k=1
) ¢ I
Z Z P (1T,)e, (£, (3-2)
k=1 i=1

where {Pj(t;)};=; is the noise seq¥ence into the k-th channel associated with
sampled impulse response {c (t )};z, and k=1, 2, ..., K, the number of distinct
channels.

SIGGENO is a structured FORTRAN 1V computer simulation program de51gned to
use (3-2) in order to generate received sampled baseband signals at the main and
auxiliary ports of a multiport antenna system mentioned in Section 2.0 and
described, in more detail, in Project Memorandum 8512-01. The discussion that
follows provides a description of the particular modularized structure of SIGGENO,
its execution and subsequent validation by means of a specific numerical example.

I11-11




dag

-

3.1 Gereral Frosrar “tructure

Frogram SINTEND har heen developed with an enfhasis on a structure which
exhibits lopical clarity, possecses inherent flexibility and lends itself to a
natural ani efficient rrowtn. To begpirn with, all pertinent system specifications
of the multiycrt signal generation problem at hand are relegated to a clearly
reacdalble talle of jaraveters constituting an input data file, SIGGENO:D, via
which the urer may realllv describte a variety of system situations of possible
interest. In this w.n.e, all pertinent system parameters that could potentially
be varied have lesr rem el fr-om the executable part of the program.

ATl Sl openeration proilem as a whole, elementary
func N - vis. llentified and corresponding well-commented
swr v reen written, The set of these sourc. modules
2INTEN S T . Sirrary in the form of distinct uncomp-led
scurce file , i+ : .- * w3 ' teari.ng the suffix :S, the identifier for
scurce. The c.oville rlnar, wverzions of the source modules form the corre-
spondings Ylirars liryar., wiereln each module is identified by the suffix :B.
A concaternatitn of +t. .t o: binary mzdules results in the composite binary

3 r T

a
signal gereratior r-i.le, _I7°INI:k. Subsequentlv, SIGGEND:B is converted to
an executatle signal p-reration load module, SIGGENG:L. Given input data file
SIGCENT i1, which defines a multiport system situation to be examined, load module
SIGGENG:L may e executed to produce an output file, SIGGENO:Q, containing the
input system specifications, receiver and channel spectral and time-domain
characteristics, and, most importantly, the desired set of sampled baseband
port sigrals.?

The simplified block diagram of Figure 3-1 portrays the essence of the
modular structure of program SIGGENO. Because of its special struc*ure, the
user has the flexibility of editing and augmenting a given source module
without needlessly effecting any other. TFollowing this, he may compile the
augmented source module into its binary form, again without involving any other
module. Finally, SIGGENC:B may be reconstructed and SIGGENO:L regenerated. The
inherent efficiency of this approach is clear.

3.2 Specific Program Description

Included below are the specific elements that comprise the signal generation
program SIGGENO. Assuming a five-port antenna array system, a complete listing
of the associated input data file, SIGGENO:D, is given in the first subsection.
The next subsection describes the modules that comprise the source library, gives
a functional flow diagram of the program and provides complete listings of the
subroutines involved. Following the construction of the library of corresponding
binary modules, composite binary and load modules, SIGGENO:B and SIGGENO:L, are
formed via appropriate job control language programs. Finally, the execution
of load module SIGGENO:L with input data SIGGENO:D results in an output file
SIGGENO: 0.

*In developing the mechanics of the present methodology, the authors have
consulted with C. N. Sorg, G. L. Guenthner, and R. T. Short of Motorola's
Engineering Computer Center,
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3.2.1 Input Tata Tile

The input data file that follows gives a complete parametric description of
a five-port antenna system in accordance with the discussion of Section 2.0.
Excluding print options at the top of the list, the parameters specified fall
into three major categories. The filter parameters define the lowpass prototype
filter, fractional bandwidths at IF and RF, normalized baseband radian frequency
range and an initial radian frequency, number of frequency samples to be used
and an optional parameter for choosing a baseband equivalent of a lowpass or a
bandpass receiver filter. It should be noted that the latter option is consistent
with choosing a receiver whose selectivity is determined by its final IF filter.

The channel parameters relate to the numbers of noise sources, or,
equivalently, the channels corresponding to them, with respect to each antenna
port. Each channel number is followed by related specifications of noise-source
amplitude, initial setting of RANDU noise generator, time sample number at which
the source has been turned on, subsequent periodic blink duration in time
sarples and angle of arrival in degrees. Note that, with RADRNG=4, the normalized
time increment between samples is 2/7.

The port parameters include the antenna separation factor dy, the number
of port signal samples desired and, of course, the number of ports, chosen in
the present case to be five. Under port "0" are included specifications of
the mair antenna port. In the present case, NEL=255 refers to the number of
elements that comprise the main Taylor-weighted linear array and LOCl=1
indicates the number of the first element of the array with respect to a
reference origin as shown in Figure 2-1. The subsequent two parameters are
¢, and c¢,, the bandwidth factor and the bandwidth offset factor as defined in
subsection 2.2.2. Note that the remaining four ports describe similar parameters
associated with the omnidirectional auxiliaries and their receivers. To be
noted here is the fact that all receivers are matched. Any distortion among
port signals, here, is mainly attributed to the frequency response of the
main antenna sidelobe region at the precise angles of arrival specified.

3.2.2 Source Library and Program Architecture

The elementary modules that comprise the source library of the signal
generation program SIGGENO are functionally described and classified according
to category. Subsequently, the minimum-core architecture of the composite
virtual source program, SIGGENO:S, is clearly demonstrated by means of a
functional flow diagram. Finally, complete FORTRAN listings of all source
modiles are included for convenient reference.

3.2.2.1 TFunctional Description of Source Modules

A functional description of the individual source modules is given in the
itemized list below.

SIGMAINO:S - The main controlling program which calls
auxiliary executive programs that perform
specific tasks.
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SIGSET:S - The first auxiliary executive program
designed to read and write from the input
data file, SIGGENO:D, by means of special
subroutines in accordance to preset formats.

~ ' All data read is made available to SIGMAINO:S

in identified common blocks.

PRTSGNLO:S - The second auxiliary executive program called
by SIGMAINO:S. This program uses the input
data available in common and generates the
desired port signals with the aid of a number
of dedicated subroutines. As such, this
program may be considered the central
executive program in SIGGENO:S.

RW:S - This is a dedicated subroutine designed to
read and write an 80-character literal data
string. No data is returned to the calling
program SIGSETO:S.

RWID:S - This is a dedicated subroutine designed to
read and write a 60-character literal data
string followed by numerical data within the
next 20 spaces which are returned to the calling
program, SIGSET0:S. The numerical data may
consist of integer, decimal or complex scalar
values.

ANTWT:S - This is a dedicated subroutine designed to
provide a Taylor weighting sequence for a
linear array given the number of elements
that comprise it.

FILTER:S - This is a dedicated subroutine designed to
generate a discretization of the baseband
equivalent transfer function of either the
final IF bandpass filter or a lowpass
alternative. The number of frequency samples
used is specified in SIGGENO:D.

AMPH:S - This is a dedicated but optional subroutine that
computes the amplitude and phase counterparts to
a given transfer function. This subroutine could
be used to graphically assess the frequency
dependence of a main-antenna channel and its
deviation from an auxiliary one.

IMPULS:S - This is a dedicated subroutine designed to
compute a sampled baseband impulse response
from a sampled baseband transfer function.
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FFT2:S

CHANNEL:S

BLINK:S

SIGNALO:S

This is a dedicated subroutine designed to
compute the forward or inverse discrete Fourier
transform of a complex sequence whose number of
samples is a power of 2.

This is a dedicated subroutine which takes the
antenna and receiver characteristics to compute
a baseband transfer function associated with a
particular angle of arrival of a specified noise
source.

This is a dedicated subroutine whose purpose
is to generate a discretized on/off switching
function consisting of an appropriate seguence
of 0's and 1's.

This is a dedicated subroutine which uses the
on/off switching sequence in order to initially
turn on and subsequently periodically blink an
input noise sequence provided by a random
number generator, specifically mechanized by
the well-known utility subroutine, RANDU.
SIGNALO:S subsequently uses this blinked noise
sequence in order to produce a desired number
of received baseband samples through its
associated channel via discrete convolution
with its impulse response. Such individual
channel baseband signals are returned to
PRTSGNLO:S where they are appropriately
accumulated into composite baseband port
signals.

From their brief descriptions given above, it is easy to see that the
source modules may be classified under three prominent categories as indicated
by the tree diagram in Figure 3-2, SIGMAINO:S is the main executive control
module which delegates specific duties to the auxiliary executive modules,
SIGSET0:S and PRTSGNLO:S.
dedicated_subroutines which form the third category of classification. Note
that RANDU is only a utility module available from the Honeywell 560 library.

In turn, these two modules make use of a number of

TSI

As such, it is not considered as a legitimate source module but only shown for
the purpose of completeness.
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MAIN

SIGMANO:S

l EXECUTIVE

DEDICATED |

SIGSETO:S }

PRTSGNLO: S

RW:S

RWID:S

‘ EXIT ’

Figure 3-2,

AP e Vi I . -

ANWT:S

FILTER:S

IMPULS:S

—L

FFT2:S

CHANNEL:S

BLINK:S

SIGNALO:S

UTILITY

RANDU

Tree-Diagram Category Classification of Modules Comprising

the Signal Generation Source
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3.2.2.2 xinimum—Core Program Architecture

The one module in the entire source library that could potentially account
for the major part of the composite program's core requirement is PRTSGNLO:S.
Having anticipated the need to keep core-requirement to a minimum, PRTSGNLO:S
has been constructed appropriately. Given Ny noise sources and Ny ports, it is
clear from its description that PRTSGNLO:S has been especially designed to generate
one port signal array at a time by accumulating the Np channel signal contributions.
In so doing, the core-requirement is essentially determined by the current channel
signal array storage and, of course, the storage of the port-signal array in
question. As such, this minimum-core program architecture has the advantage of
being independent of system dimensionality Nj x Np. Of course, the inevitable
shortcoming of this approach is the need to recycle through the Np noise sources
and receiver transfer characteristics for each port signal computation of a

condition which will tend to increase program execution time by some fraction of
Nn X Np.

This minimum-core signal generation program architecture is clearly
demonstrated in the functional flow diagram of Figure 3-3. Note that the key
to keeping core at a minimum is the use of single utility arrays for temporarily
storing current values of the receiver and channel transfer functions, the
channel impulse response, the incident noise sequence, the channel baseband
signal and its appropriate accumulation into the baseband port-signal.

3.2.2.3 FORTRAN Listings of Scurce Modules

Complete FORTRAN listings of the source modules of the signal generation
source library are included here for easy reference. In writing each module, a
sincere attempt has been made to make it almost self-explantory by including
functional description, a complete list of definitions of input and output
parameters and appropriate comments throughout the program, as necessary.

In the same sense that SIGGENO is the® generic name of the present signal
generation program and SIGGENO:S is the composite collection of source modules,
the suffix :S has been left out from all subroutine names, as the reader will
note. Included in the heading of each subroutine is the name of the source
module, its date of origin and latest revision date. This minimal identification
along with authors' names allows a general user to remain current with the
program development and consult with the informed individuals in case of questions
or problems.

3.2.3 Binary Library

Using a general but rather simple job control language program, JCL:B,
compiled versions of the signal generation modules have been created. Carrying
identical names but distinguished by the identifying suffix :B, the collection
of these binary modules forms a binary library which complements the original
source library.

Of course, the experienced computer user is well aware that a compiled
binary version of a working program avoids the need of undesired repeated
compilation during each execution. Clearly, a modular formulation of a large
program offers the added advantage that an augmentation of any one source module
will mean the recompilation of only that source module and not the entire program.
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Functional Flow Diagram of the Minimum-Core Signal Generation
Program SIGGENO.
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3.2.3.1 Creation of Binary Modules

The specific job control language program, JCL:B, written for the purpose
of creating a binary version of a given source module is listed below.

Individual Binary Module Generation Program JCL:B

1.000 1J08 298+DANIEL (8512) 9 7eBLDG90

20000 ILIMIY (TIME®Ll) 2 (UUP1) o (CULL6) 9 (ACLCUUNT)
3.000 ISEY MIST/NAMEISEINISAVE

4000 ISET MIBO/NAME $bIOUT ISAVE

5000 {FORTKAN LSsNSe8(eS1eBO

oW~
00 08

Given "a specific module to be processed, this program is batched with a name
substitution command; e.g.,

! BATCH JCL:B 'NAME' = SIGMAINO

As such, JCL:B is completely general.

3.2.3.2 Composite Binary and Load Modules

Given the set of signal generation binary modules, it is an easy matter to
form a composite signal generation binary module which is logically identified by
the name, SIGGENO:B. The specific JCL program that actually accomplishes this is
called JCLSIGO:BL. Clearly, the first letter of the suffix :BL refers to the
creation of the composite binary module, SIGGENO:B. The second letter denotes
the additional generation of the associated executable load module, SIGGENO:L,
which is included here strictly for convenience.

The complete listing of JCLSIGO:BL is given below. Note that by virtue of
the special form of this

Composite Binary and Load Module Generation Program JCLSIGO:BL

1000 (JOEB 2963UANIEL(B512) 9798LDLIY

1 =

F 24000 tLIMIT (YIME®1) 9o tUUIZ) e (CUPLB) ¢ (ACCUUNT)
3 - 3,000 tPCL

4 = 4,000 COPY AMPHIB OVER SIGGENO:B

S = 5.000 COPY ANTwnTB

6 = 64000 COPY BLINKIS

7 - 7000 COPY CHANNELB

8 - 8,000 COPY FFTR21id

9 - 9,000 COPY FILTERIB

10 - 10,000 COPY 1mPULS!E

il - 11.000 COPY PRTISGNLOSY

12 = 12,000 COPY KwiB

13 » 13,000 COPY RalLIE

14 = 14,000 COPY SIGMAINUEB

16 = 19000 COPY SIGNALV:B

16 = 164000 COPY SIGSETUIN .

17T = 17000 ILYNX SIGGENUIB UOVER SIGGENUIL
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JCL program, all binary modules that comprise the composite one may be listed
alphabetically, thus forming a convenient list for easy reference, To execute
this program, the simple batch command !BATCH JCLSIGO:BL is used,

3.2.4 Program Execution

The execution of the load module, SIGGENO:L, is carried out by means of a
specially designed JCL program shown below.

Execution Program JCL:EX

1000 1JOb 298+DANIEL (85]12) 9 T7eBLDGSO

26000 1LIMIT (TIMES1) 9 (UO950) 9 (CO0106) ¢ (ACCOUNT)
3.000 ISET F3108/NAME SV

4,000 IRUN (LMNoeNAMEIL)

5,000 1DATA

6,000 1EXEC NAME?D

CNESLN -
10080 00

As is the case of JCL:B, the present program is of general use, in the sense
that the name of the generic program may be defined in the batch command

! BATCH JCL:EX (E) 'NAME' = SIGGENO

Other important program features of JCL:EX include the reading from the
input data file SIGGENO:D and creation of the output file SIGGENO:0. Here,
suffices :D and :0 denote data and output, respectively. An additional important
feature of JCL:EX is that it allows for multiple simultaneous runs with augmented
SIGGENQ:D data. This is because the current version of SIGGENO:D is buffered
at each batching. t

3.2.5 Output File

The output file generation from a specific program execution involving one :
channel and four ports is listed in the pages that follow. In addition to the
parametric system description from SIGGENO:D, SIGGENO:0 includes the main antenna
array weighting, receiver and channel frequency and time domain characteristics,
individual channel and port signals. Figure 3-4 compares representative main and
auxiliary baseband channel amplitude responses. Although the asymmetry of the
auxiliary response is barely noticeable, that of the main is rather pronounced. Of
course, based on previous discussion, this expected effect is due to the aperture
dispersion of the main array.

It should be noted that if the three print options in the table of system
specifications were set to "0," the printing of receiver and channel characteristics
along with associated channel signals could be conveniently suppressed. The BCR
adaptive processing that will follow will need only main and auxiliary port signal
information.

+It should be noted that the JCL programs presented here are peculiar to Motorola's
Honeywell CP-V engineering computer. They are included here to clarify fully the
methodology behind the signal generation software. Similar programs may be generated
for other computers, with appropriate changes, as needed.
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3.3 Program Library Catalog

In order to facilitate the use of the subroutine library being developed
under the present contract, it has been useful to create a library catalog for
easy user reference. The two pages that follow contain an alphabetized list of
programs developed to date including author(s), date originated and revised.

The availability of this library catalog has already been found useful in
the present contractual effort. As programs are generated, qualified and
subsequently revised, the users of the library become readily aware of the
progress being made. When Motorola delivers the software to be developed under
the present effort, this cross reference will also be useful to RADC, especially
if multiple users are envisioned.

3.4 Program Validation

Although the signal generation program has been developed very methodically
leaving very little room for error, it nevertheless makes sense, whenever
possible, to provide an independent check before proceeding with the next stage
of the effort. 1In the present case, an existing BCR processing program has
been used to assure the validity of the port signals generated by SIGGENO,

Figure 3-5 shows cancellation performance for the single interference
example described in the output file in Section 3.2.5. More specifically,
Figure 3-5(a) shows the sample-and-held amplitude envelope at the main antenna
port while Figure 3-5(b) shows the corresponding envelope of the combined signal
after cancellation. A detailed explanation of the BCR adaptive process used to
obtain this cancellation will be given in a subsequent project memorandum. For
the moment, it suffices to show that the port signals generated by SIGGENO
appear to be valid. At least three other cases have been examined and their
successful results have served to insure against pathological validation.

The validity of SIGGENO has been further reassured via Figure 3-6 which
shows the center-frequency main-antenna and composite-antenna field patterns
evaluated over a 0.25° azimuth range about the incident interference at u45°.
A 38 dB cancellation may be noted.

In Figure 3-6, the double-null pattern about 45° may justifiably arouse
the reader's curiosity. For the moment, it can be said that this phenomenon
must be associated with the antenna aperture dispersion over the 0.1% RF
bandwidth, since no other channel mismatch condition has been introduced in
the present example. Interestingly, the BCR process (which is capable of
scanning the eigenspace of the auxiliary-signal u4x4 covariance matrix, C)
has revealed the existence of two nontrivial eigenvalues. This fact is
demonstrated in Figure 3-7 showing a two-step evolution of the four adaptive
weights., Here, the four complex weight-vector components have been initially
set to zero, the origin of the common complex plane shown. Two BCR iterations
are clearly observable.

To test the existence of a second non-trivial eigenvalue of C, the BCR
process was inhibited to a single iteration. A single-null composite pattern
resulted with a depth of about 42 dB. An additional 10 dB of suppression was
obtained after the second iteration, Clearly, C possesses a second, though
relatively small eigenvalue, despite the fact that only one interference is
involved. This topic will be discussed further in subsequent investigation.
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4,0 CONCLUSIONS AND RECOMMENDATIONS

The present project memorandum has been devoted to describing, in some
detail, the development of a minimum-core signal generation program, a program
for generating sampled baseband signals at each port of a multiport antenna
system. Motivated by the underlying mathematical model defined in Project
Memorandum 8512-01, Section 2.0 provides a specific parametric system description
based on a normalized model amenable to easy generalization and suitable for
computer simulation.

Section 3.0 discusses the actual development of the signal generation
program, SIGGENO. First, the general methodology of a modularized program
architecture is given in Section 3.1. Following this, a stage-by-stage
specific program development in Section 3.2 begins with the description of the

input data file consisting of a very readable table of pertinent system parameters.

Presented subsequently, is the complete library of source subroutine modules
comprising the virtual source signal generation program, SIGGEN0:S, their
functional description in connection with a minimum-core program architecture
and a complete FORTRAN listing of each. The corresponding library of binary
modules is introduced along with two special job control language programs,
JCL:B and JCLSIGO:BL, the first for creating individual binary modules and the
second for concatenating them into the composite binary module SIGGENO:B while
simultaneously generating an executable load module SIGGENO:L. Section 3.2 ends
by defining the procedure for executing SIGGENO:L, via job control program JCL:EX,
and the formation of an output file, SIGGEN0:0, for a specific example. Using
an existing BCR adaptive processing program, the validation of SIGGENO is
established beyond reasonable doubt.

The minimum-core architecture adopted for the signal generation program is
crucial in generating data for a large-scale system. However, because of some
inherently necessary redundancy, the present version is not time-optimal. Upon
completing and qualifying the present version of the signal generation program,
a limited effort was directed toward defining an alternative program structure
that would possess both a minimum-core and a minimum time characteristics. A
three-stage partitioning seemed to be the logical approach to take. The first
stage was devoted to generating the sequence of sampled noise signal envelopes
and storing them in a data file. Of course, this circumvented the need to
regenerate this data for each port, which is unavoidably done in SIGGENO. The
second stage was designed to simply generate the impulse responses of each and
every channel associated with each and every port and output them into another
data file. With the incident noise and impulse response data files at hand,
these two stages of the alternate version of the signal generation program need
not be run unless the maximum system dimensionality and/or system description
needs to be changed. The third stage of the new program version, SIGGENl, was
constructed to generate a selected set of port signals from a selected set of’
incident noise sources. With this capability, several examples could be created
by SIGGEN1 using the same two data files. However, because of the I/0 burden
required in the third stage, the speed advantage noted to date has been meager.
Based on comparative speed performance for at least two isolated examples, there
does not seem to be any substantial justification for adopting this alternate
three-stage signal generation program architecture. For the time being, SIGGENO
will be the preferred program version.
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A possible future effort toward time-optimization of the signal generaticn
program might be one involving a two-stage program formulation. The first stage
could be designed to generate individual channel signals associated with each
port. The second stage could simply involve the selected superposition of a
subset of channel signals over a selected subset of port signals, generating
thereby, a number of varying examples from one set of data generated in the first
stage.

Other possible variations or additions to the existing signal generation
program could be the generation of multipath and multitap signals. 1In both
cases, the basic program will remain substantially intact. Subroutines SIGSETO
and PRTSGNLO will require an appropriate number of new call statements. However,
the functional aspects associated with multipath and multitap signals and thus
the major burden thereof will be relegated to dedicated subroutine modules
consistent with the overall program architecture employed.
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1.0 INTRODUCTION

BCR is an acronym for "Batch Covariance Relaxation" which was
coined at Motorola's Government Electronics Division in connection with
the development of a proprietary digital multisensor adaptive processor
based on a minimum-mean-square (MMS) criterion [1]. The term "Batch"
is intended to emphasize the batch mechanization embodying the suitable
underlying process and distinguish it from a dynamic alternative. More
specifically, this term refers to the fact that the underlying process
is designed to operate on the multisensor sampled signal data in batches
which are distinct but contiguous and of sufficient duration so as to
allow for the necessary computational time of the process. In particular,
the batch duration is chosen long enough so as to allow for the derivation
of adaptive weights that will provide the optimal combination of multi-
sensor data within the batch, in accordance with the MMS criterion. It
should be understood that the adaptive weights derived from a multisensor
signal data-batch must be applied to that very batch, if the full
advantage of the batch approach is to be realized, in general,

The term "Covariance" refers to the computation of the covariance
matrix computed over a batch of multisensor sampled signal data which are
to be adaptively weighted. Such a matrix often arises in a variety of
parameter estimation problems based on the MMS criterion. A large group
of such problems gives rise to a system of linear equations

Cw+b=0 (1-1)

where C is, in general, an N x N complex conjugate-symmetric covariance
matrix, b is a complex N-vector contained in the space generated by C
and w is the complex adaptive weight N-vector to be determined.

The term "Relaxation" refers to the nature of the computational
method used to solve for a w that satisfies (1-1). The specific
relaxation method used is the well-known Conjugate Gradients (CG) method,
a numerically efficient, stable, finite-step, iterative descent procedure,
a special case of the more general Conjugate Directions (CD) method [2].

Section 2.0 presents the Batch Adaptive Process in the context
of an adaptive array sidelobe cancellation subsystem. Following a batch
formulation of the underlying adaptive array problem, two alternative
solution approaches are considered. The Batch Covariance Inversion (BCI)
approach, more commonly referred to as Sample Matrix Inversion (SMI), is
discussed briefly in order to provide a familiar background to the informed
reader. Basically, BCI encompasses all techniques capable of producing a
solution to (1-1) via an explicit inversi of the covariance matrix C.
Since the existence of a direct inverse, (-!, may not generally be guaranteed,
one may be compelled to resort to covariance regularization and thus rely
on the approximate regularized inverse, U-1, at the expense of some error
in the solution. Alternatively, whether or not C is full-rank, a
pseudoinverse, C+, may be constructed which will produce the unique
minimum-norm solution to (1-1).
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In contrast to BCI, the BCR approach, which encompasses all
variations of the CD method, will produce the solution to (1-1) without
inversion. In particular, the CG method, which is the main thrust of
the present investigation, is designed to produce the minimum-norm
solution to (1-1). Under certain conditions, it is possible to use the
CG process to construct C ~, if it exists. Considering that the :
algorithmic structure of the CGC method lends itself to an architectural
implementation that is considerably more efficient than that of any
inversion procedure, (such as the standard or modified Cholesky Decomposition
and the Singular Value Decomposition) it is highly recommended for
batch adaptive processing. In large-scale applications when the dimension-
ality of C may exceed 100, a BCI approach will be vulnerable to roundoff
error and, as a consequence, its operational effectiveness may deteriorate.
It is here where the BCR approach clearly excels, Specifically, the CG
method begins from an initial solution estimate, Eo, and iteratively
generates improved estimates ﬂl, EZ, ... until it terminates after, at
most, N iterations, the dimensionality of system (1-1). If we wish to
diminish the roundoff error in this final estimate, we simply consider
it as an initial estimate and repeat the CG process, thereby producing
a more refined estimate of the minimum-norm solution to (1-1).

Section 2.0 concludes with a block-diagram functional description
of a batch adaptive processor.

Section 3.0 provides the mathematical basis of the BCR adaptive
process. Included here is a detailed development of the general CD
method followed by a similar development of its most efficient special
case, the CG method. Subsequently, some of the important properties of
the CG method are discussed. Finally, two numerical examples are given that
demonstrate the validity of the methods discussed and provide a tangible
insight into their properties.

Section 4.0 discusses the important extension of BCR to the
linear-equality-constrained MMS problem in the context of adaptive array
processing, Following a Lagrange-multiplier formulation of the underlying
problem the mathematical development of the constrained BCR (CBCR)
formulation is presented. Both the general constrained CD (CCD) and the
special constrained CG (CCG) methods are derived, Numerical examples serve
to illustrate the validity of the various formulations discussed. Finally,
the application of CBCR to adaptive beamforming is noted to be particularly
important when the covariance matrix inverse, C*°, does not exist and the
use of the pseudoinverse, C*, is not valid.

1v-2

e B o NS : ke T T e




2.0 BATCH ADAPTIVE PROCESSING

The concept of batch adaptive processing is presented in the context
of an adaptive array sidelobe cancellation subsystem. A mathematical
formulation of the underlying MMS parameter estimation problem leads to the
special linear system of equations (1-1). Alternative approaches for solving
(1-1) fall into two distinct categories; namely, inversion and relaxation.
The inversion approach is examined briefly in order to add perspective to
the relaxation approach which happens to be the main thrust of the present
effort. In particular, the effort will be devoted to the investigation of
the conjugate gradients (CG) method [2]. The primary motive for choosing
this technique is that it happens to be a numerically robust and efficient
procedure for solving (1-1) possessing, at the same time, a structure that
lends itself to a number of architecturally-efficient, technically-reliable
and cost effective implementations. A functional block diagram of the
general batch adaptive processor is given,

2.1 Mathematical Formulation

Consider an adaptive array sidelobe cancellation subsystem
consisting of a main narrow-beam low-sidelobe Taylor-weighted linear
antenna array in combination with N omnidirectional weight-adjustable
auxiliary antenna elements nonuniformly emplaced over the main-array
aperture. The purpose of this arrangement is to suppress undesired
sidelobe interference by appropriate auxiliary-weight adjustment. More
specifically, the sidelobe interference assumed will consist of
directionally-distinct continuous or pulsed wideband noise sources.

Project Memorandum 8512-01 [3] has already described an appropriate
mathematical model for generating complex baseband signal samples received
at the main and auxiliary ports of the system described above, due to a
specified number of incident noise sources. The pertinent signals involved
are defined to be

8,(m) = the m-th sample of the complex baseband scalar
signal received at the main-antenna port

s(m) = the m-th sample of the complex baseband N-vector
signal whose components correspond to received
auxiliary-port signals

letting

w(m) = the complex adaptive weight N-vector applied
componentwise to the auxiliary-port N-vector
signal, s(m), during the m-th sample time
interval
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we may define the combined-port signal by

s (m)u(m) + s,(m) (2-1)

sc(m)

the m-th sample of the received complex baseband
combined scalar signal resulting from the combination
of the main-port signal and the weighted sum of the
N auxiliary signal components during the m-th sample
time interval

Based on physically meaningful arguments, the typical criterion
of an adaptive array process is the familiar MMS criterion, or, more
specifically, the minimum-combined-power criterion. In more precise terms,
we wish to determine the weight vector w(m) which minimizes a
convenient metric of combined power. Symbolically, this may be stated as

min Pc(y_(m)) (2-2)
w(m)

where

P (w(m) = || s (m]?

the combined signal power, a metric which
must be defined in a manner suitable to the
adaptive process employed

A continuous or dynamic adaptive process based on criterion (2-2) is
designed to produce a new weight-vector value w(m) with each new set of
signal samples’ {so(m), s(m)}. Accordingly, a convenient combined-power
metric is the exponential running average

P (u(m)) = P _(u(m-1)) + (1-p)|s_(m)|? (2-%)

and the corresponding samplewise weight-adjustment is of the general form
w(m) = win-1) + Aw(m) (2-5)

where the specific form of Aw(m) is peculiar to the actual dynamic
adaptive process employed.
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Given a temporally-stationary interference environment, a dynamic
adaptive process will direct the evolution of the adaptive weight vector
toward a steady-state value which will suffice to minimize the combined
power henceforth. Depending on the bandwidth implied by p in (2-4), the
nature of the actual adaptive process used and the interference enviromment,
the convergence-time of the weight-vector, from an arbitrary initial value
to its final steady-state value, will vary. Clearly, in the case of a
stationary environment, the length of the convergence-time is of little
consequence. However, convergence-time becomes important when the dymamic
adaptive process has to deal with a nonstationary dynamically-changing
environment. Depending on the nature of the nonstationarity, the performance
of a given dynamic adaptive process could degrade considerably, to the
point where it may become operationally ineffective,

Whereas a given dynamic adaptive process is vulnerable to a
nonstationary environment [4], a batch process is designed to circumvent
the central cause of this vulnerability: the dependence on convergence-time.
In contrast with a dynamic process, a batch approach is designed to operate
on a batch of signal data, of an appropriate number of samples, with a
unique weight-vector value which minimizes the combined power within the
batch. The tacit assumption here is that the underlying weight-estimation
process terminate within the available batch-time. By its very nature,
the batch approach is not affected by signal dynamics outside the bounds
of the given batch it happens to be operating on. On the other hand, signal
dynamics within the batch will appear "frozen," exhibiting, at worst, an
increased dynamic range in signal values. As such, suppression of undesired
interference signals within the batch will depend on their average power
within the batch, In any case, transient effects that may be present in a
dynamic approach will be absent in a batch approach. Consequently,
convergence-time has no meaning in a batch process. Instead, what is
significant here is batch-time or response-time, the time needed by the
underlying weight-estimation process to produce or respond with an optimal
weight vector for a given batch. Of course, the batch-time must be
sufficiently long so that the statistical characteristics of the signal
process may be adequately observed.

The batch formulation of the adaptive array problem described
above can be made more precise, in mathematical terms, after defining some
important pertinent quantities. Let

{so(m)}n_1 = an M-sample main-port complex baseband
m= scalar signal batch

{gﬂm)}H = the corresponding M-sample complex baseband

m=1 N-vector signal batch whose components
represent the individual auxiliary-port
signals

a constant complex adaptive weight N-vector
applied componentwise to the auxiliary-port
N-vector signal, s(m), for m=1, ..., M

1]
n
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whence,

fem)t, - { o + S| (2-6)

m=1

the M-sample complex combined-port
baseband scalar signal batch

Then, using compact Hilbert-space notation'r, we may define the appropriate
combined-power expression for a batch approach by

P (w) = “sc |2 (2-7)

which, by (2-6), is the average power of the combined signal over the
M-sample batch. Note that P.(w) is a positive-real scalar quadratic
function of the complex N-vector w. As such, P.(w) will attain a
minimum value at some point w, which need not necessarily be unique,

From calculus we know that at such a minimum point the gradient of P.(w)
with respect to w must necessarily vanish. More specifically, we wish

to determine w for which

v 0
w —
—T
Pc(g) = (2-8)
v 0
—i
or, more symbolically,
V!Pc(ﬁ) =0 (2-9)

+Given complex-valued time-sequences Xx = {x(m)}:;:l and y = {y(m)}m_l s
define their inner-product by

M
<x,y> = %le*(m)y(m)
ms

and the metric of a given sequence as its self inner-product

I xl? = <x,%>
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where we arbitrarily define the complex gradient operator [S] by

+ 39, (2-10)

v, =
L L

v
w
=r

In view of (2-6), and definitions

S8y =8, + Js

or ol
Se " %er ? jsci
(2-11)
s =5, tiy
oM, o+ ¥,
(2-7) may be rewritten as
P(w) = <5, s>
= <1, s¥*s >
cc
- 2 2
= <1, (scr) + (sci) >
_ T T 2 T T 2 -
=L (g - s 4 st e (g s s ) (241D
whence, by (2-10), we get
- T T T T
Y!?c(!) =<, (55,  +5;5,;)+ (58, ~8;8.)>
T o7 },
z <, Re{gt sc} + jlm{g s,
z <1, s*Ts >
= "e
= <s, 8c> (2-13)

which is simply a cross-correlation of the complex auxiliary signal
N-vector 8 with the combined complex scalar signal s.; clearly, a complex
N-vector. Using (2-6), it is possible to simplify (2-13) into an expression
that involves w explicity; that is,
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V!_Pc(g) =

" [
A A
(") (7]
- -
[ L]
~3
e v
-+
[
v

T
<8y S >¥ t <5, 5>

= Cw+b (2-14)
where
T
C=cs, 8> (2-15)
= the complex N x N conjugate-symmetric covariance matrix
of the complex auxiliary N-vector signal, s, over the batch
of M samples. Its general component is given by
1 M
== % -
Cij 7 Zsi(m)sj(m) (2-16)
m=1
b=«s, s> (2-17)

= the complex N-vector representing the cross-correlation
between the complex auxiliary N-vector signal, s, and
the complex main scalar signal, s Its general
component is given by

0’

M
b, = %Z; s;(m)so(m) (2-18)
m=

As a consequence of (2-14) the minimum-combined-power condition (2-9) leads
to the complex linear system of equations

CM+b=0 (2-19)

involving the unknown complex weight N-vector w. The section that follows
discusses possible solutions to (2-19).

2,2 Solution Alternatives

Methods for solving (2-19) fall into a number of distinct categories
including inversion and relaxation. To denote the association with batch
processing and an accompanying covariance matrix, these two categories will

1v-8
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be suggestively referred to by the names "Batch Covariance Inversion" (BCI)
and "Batch Covariance Relaxation" (BCR). Although the emphasis of the
present effort is exclusively on the conjugate gradients (CG) method, a
relaxation technique, a brief examination of inversion will provide a useful
perspective for understanding some essential aspects of the CG method,

2.2.1 Batch Covariance Inversion (BCI)

Formally, the solution to (2-19) is simply
@=-C'b (2-20)

assuming that the inverse of the covariance matrix, C", exists. In general,

C may be numerically ill-conditioned or even singular with rank less than N.
Since C  may not exist under these conditions, one is compelled to seek either
an approximate or a more generalized form of C .

2.2.1.1 Regularized Inverse
Given a singular matrix C, it is possible to construct a full-rank

approximate version, C, by augmenting C with a sufficient amount of diagonal
variance; i.e.,

t=c4+ el (2-21)

where € > 0 is a small fraction of the largest diagonal element in C.
is referred to as a regularization of C. The approximate solution of (2-18)
is then

i=-C0" (2-22)

where C 'is the regularized inverse. Clearly, the accuracy of w with,
respect to satisfying (2-19) will depend directly on the magnitude of €.

It is interesting to note here that ¢ may be viewed as the common
variance of independent additive white noise processes associated with each
auxiliary signal component of s and main sigral So

2.2.1.2 Pseudoinverse
Let CN represent the N-dimensional complex space. In general, as

W spans CN, cw will span a subspace CRCCN where R = rank C. Then, (2-19)
is satisfied by any w of the form

[ ERAR TS (2-23)
Iv-9
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where _gRC (.‘R {s unique and lR € CR = CN - CR is arbitrary, By construction,

9=Ci+}d

c(gR + y_R) +b

S0
o+ o S

c_qR +b (2-24)

as expected. As a consequence, a desirable exact solution of (2-19) is

= Wt (2-25)

2>

which hagpens to be the smallest-length solution of the form (2-23) since
wR and wK are mutually orthogonal. Solution (2-25) is referred to as the
minimum-norm solution of (2-19),

Solution (2-25) may be obtained by using a unique special inverse
operator, C*, known as the pseudoinverse of C [6]. One construction of Ct
is given in the specialized theorem that follows.

Theorem 2-1. [Pseudoinverse of a Hermitian Matrix]

Let C be an N x N complex Hermitian (conjugate symmetric) matrix with rank
R<N. Given its similarity transformation

. aT !

C=EAE (2-26) i

where

E = an N x N complex unitary (orthonormal) matrix whose
columns are the eigenvectors of C. This matrix is often
referred to as the eigenvector matrix and has the unitary !

property that y

E™! u EAT (2-27)

and, as such,

liezll? = Jlz)) (2-28)
1v-10 |
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indicating that E preserves the Euclidean m:mm(f

of any N-vector it operates on.

A = an N x N real diagonal matrix whose diagonal elements are the

eigenvalues of C. Note that when R<N, N-R eigenvalues
of C are identically zero. An appropriate form of A is

i ] § ]
Al. 0 Au o]
A = .AR =
0
0 0 0
| 60 L

where

the pseudoinverse of A

#

+‘l‘he Euclidean norm of any vector 2z £ M 1s defined by

Izl =\ &y ==,

which represents its length.

Iv-11
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and the minimum-norm solution of (2-19) is given by

w=-c'h (2-32)

Proof: Consider (2-19) and define the residual vector

r=Cw+b (2-33)

We wish to determine w which will minimize the Euclidean norm of this
residual. Then, writing

e il®

"
g
-+
o

=

H
™
-
]
£
+
lo
~

|IECAE*Tw + E*b)||2

NAE*Tw + £*Tp )2 (2-34)

which follows by property (2-28), Now, define the following two vectors

-
#T [E
E W oz W= (2-35)
v
L
- -
o!
E*T_b_ = é - (2-36)
e

where w is shown to be a concatenation of u and v representing the first R
components and the remaining N-R components of w, respectively. A similar
partitioning of B is implied in (2-36). Then, upon substituting (2-35) and
(2-36) in (2-34), we get

Iz ll* = llAw + glI?
= ||A nt + 2"2 + |l eli? (2-37)
Iv-12
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which follows from (2-29). Note that ||r||? is minimized by any w of the
form -

[u
Q =
Lx
- -Allg
y
L J
!
'A1xgj 2
= + (2-38)
0 v
- - d Ay

is aqy (N-R) complex vector. Clearly, a unique minimum-norm & that minimizes
I 2|l* results by choosing v = 0. By (2-35), (2-36) and property (2-27), it
follows from (2-38) that the general exact solution to (2-19) becomes

where 0 is the R or (N-R)-dimensional zero depending on its location, and v

[EA]
n

£

>I
-
[
o
19
[=}

L
1)
il

"
1
>
t

|<

b
ol

= W o+wW (2-39)

as stated in (2-23). Clearly, by orthogonality of !B and !B, the minimum-
norm solution to (2-19) is given by

w = -ENED (2-40)
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which is identical to wR and is mathematically equivalent to Ew where w
is the unique minimum-norm value of (2-38). We have thus proved that
there exists an operator

ct = eAtE (2-41)

w=-Cb (2-u2)

is the unique minipum-norm solution to (2-19), where, A* itself denotes
the pseudoinverse of A in direct accordance to definition (2-41). Also,
it should be clear that when C is full-rank (R=N), Cct = ¢-1,

Although the BCI approach is intuitively appealing and there exist
a number of numerically-efficient algorithms for computing an "inverse" of
the conjugate-symmetric matrix C, the major benefit in deriving an "inverse"
is an intended efficient evaluation of a multiplicity of solutions to (2-18)
1nvolv1ng a number of distinct forcing vectors, b. However, in the interest
of minimizing implementation complex1ty and insuring reliable numerical
performance, especially with increasing dimensionality N, it is imperative
that indirect approaches for solving (2-18) be considered. The CG method,
a particularly efficient special case of the general class of CD methods is
inherently a numerically-robust, finite-step, iterative relaxation techni-ue
for producing the min.imum-norm solution to (2-18) without the need for
explicity computing an "inverse.'" However, if necessary, it is possible
to compute an inverse operator, CX, as a by-product of the CG process*, which,
under certain conditions, happens to be the desired pseudoinverse, Ct,

£

2.2.2 Batch Covariance Relaxation (BCR)

2.2.2.1 Method of Conjugate Directions (CD)

The origin of the CG method may be traced back to the independent
investigations by Maguus Hestenes and Eduard Steifel which culminated in
their combined paper [2] in 1952, Both.investigators, aware of previous
work [7] dealing with the solution of (2-18), recognized that it could be
generalized into a category of relaxation techuiques that constitute the
class of Conjugate Directions (CD) methods. They succeeded in developing
the CG method and showing that it is a special computationally-efficient CD
method. A detailed mathematical development of the CD and CG methods is
deferred to Section ” ", For the present, a brief outline of the CD method
suffices to subsequentiiy introduce the CG method.

¥An inverse operator, C*, may be defined for any CD method. Under certain
conditions, CX is a generalized inverse while under more restrictive
additional conditions, it is the unique pseudoinverse, Ct,

1v-14
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The general CD method is a finite-step iterative procedure for
producing an "exact solution" to the complex linear system (2-19), namely,

Cw+b=0 (2-u43)

Starting with an arbitrary initial estimate, EF: the desired solution is

obtained by successxve optimal relaxation along a special set of search
vectors 2_, p!, ... which satisfy the C-conjugacy (C = orthogonality) property

(@ cph =0 1 (2-41)
More specifically, upon defining the residual vector

' =’ +b

at the initial estimate EP, the CD algorithm consists of the following set
of recursive steps

%, o1
o, T — (2-45.1)
i = qgl)
i+l i i
L = ¥ -ap (2-45.2)
£;+1 - EF _ “iQBl (2-45.3)

repeated a number of lterations I<N, where N is the dlmen51ona11ty of system
(2-43), Note that the CD procedure ‘terminates in I <N iterations when

Izl <€llp|l, a logical stopping criterion. The quantity € <<1 is chosen
commensurate to the computing precision available,

It should be mentioned here that the sequence of C-conjugate
vectors, 2?, 2}, «ssy may be derived by means of a Gram-Schmidt pr?cess.
Specifically, employing a complete set of orthonormal N-vectors { .
the Gram-Schmidt (GS) process may be used to generate the set of C-con ugate
directions satisfying the conjugacy condition (2-44)., As a consequence,
the k-th conjugate-direction vector will be given by

*The inner-product notation (+, 1) is reserved for the vectors in the complex

weight N-space, cN , and must be distinguished from. <., >, the counterpart
in time-space.
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P =e + Bk,jzj (2-u6)

the familiar telescoping form,

2.2.2.2 Method of Conjugate Gradients (CG)

Recall from Section 2.1 that the residual vector, £1+l, in (2-45.3)
is, in fact, the complex gradient VP (w) evaluated at w = wl"‘l The CG
method is a special CD case where t‘Ee C-conjugate vectors 2 p!y ... are
generated via a built-in GS process using successive grad:.ents at each
iteration. In more specific terms, upon defining the residual and conjugate-
direction vectors by

2(!

cw® + b (2-47-1)

20 = Eo (2-47.2)

the CG algorithm consists of the following recursive steps

(et gi)

Gi = 1 1 (2-48.1)
(™, cp)

Wt W' oR (2-u48.2)

i+l

r T =r o~alp (2-48.3)
| =142y

By = -i (2-48,4)
=" )12

pitt=xls 8121 (2-u8.5)

repeated a number of iterations I<N.
It is important to note here that the successive gradients _r_'_°, rl, ...

may be shown to be mutually orthogonal (or, conjugate) and hence qualify as
basis vectors for a GS expansion. The CG method bears its name for this
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obvious reason. Above all, the greatest significance of the CG method

is in the fact that, as a direct consequence of the particular choice of

the basis vectors, the built-in GS process (see (2-47.2), (2-48.4) and
(2-48.5)) does not telescope as expected in general. 1In contrast to the
increasing number of terms involved in (2-46), the GS process in the CG
method generates the new C-conjugate vector 2}*1 from current values of
gradient and C-conjugate vectors r! and p!, respectively. The computational
simplicity of the CG method over that of the general CD method is clear.

2.2.2.3 Intrinsic Inverse

It will be shown in the next section that if<!° = 0, the solution
to (2-18) obtained via the general CD method may be written in the form

a=-c% (2-49)
where
1-1 i i*T
PP
D D e (2-50)
i=1 (2 s CP_ )

is a special inverse operator constructed from successive C-conjugate
vectors. In general, CX # C*. This may be demonstrated via two simple
examples given below.

Example 2-1. In system (2-u43), let D = E}’ a nontrivial eigenvector of
C with associated eigenvalue A,. Starting with an initial solution estimate,
10 = 0, the CG method, (2-48), will yield the exact solution

£33

e . L ot -
--)‘19_ (2-51)

in a single iteration even if rankC>1l. 1In this case,

. f.l 15T
¢ =z ——

>‘lm

ENES (2-52)
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which is the pseudoinverse, C+, only when rank C=1, What is more
significant here is that the CG solution, (2-51), is the minimum-norm
solution, (2-42), even though CX # C*. 1In the sense that CX is tailored
to b, it may be called the intrinsic inverse of C with respect to b.
Analogously, A* is the intrinsic inverse of the eigenvalue matrix A.

Example 2-2. Suppose that, in (2-43), C = I and b = 1, the uniform vector.
Then, Ct = C™1 = I, Starting with an initial solution estimate, ﬁ? =0,
the CG method, (2-48), will yield the unique solution

(2-53)

1E>S
"
!
[
N

S in a single iteration even though C is full-rank. However,

H

1
—EU (2-54)

where U is the uniform N x N matrix of all 1l's and N is the system

dimensionality. Clearly, CX # C* = C"°. We have thus shown that c® is
different from C~!, even though the latter exists.

Motivated by these two examples and recalling a number of others
where CX = C-! when the eigenvalues of C are nonzero and distinct, it is
intuitively appealing to state the following conjecture conerning a condition
under which CX = C~! might be true.

Conjecture 2-2, [Condition under which the CG Intrinsic Inverse is the
Actual Inverse]

In (2-43), let C have distinct nonzero eigenvalues and b equal to an
exhaustive linear combination of the eigenvectors of C; i.e.,

. 1v-18




N
b= ae (2-55)
i=1

where N is the system dimensionality, aj # 0 Vi€ [1,N] and {gl}§=l is the
complete set of eigenvectors of C. Then, the CG intrinsic inverse, CX, as
given by (2-50) is identically equal to the actual inverse, C-1,

(2-u1). '

Comment: By Example 2-1, ¢t s b is not exhaustive linear combination
of eigenvectors as indicated in (2-55). By Example 2-2, CX # C~! if the
eigenvalues of C are identical, independent of the choice of b. This seems

to suggest that any multiplicity of eigenvalues of C would lead to a

C* # C'. A number of specific numerical examples have substantiated this
observation. In fact, the conjecture has held true in a number of examples

N where the stated hypotheses were satisfied. Of course, the latter observation
does not constitute a proof and, as such, the 'stated condition is a conjecture
and not a theorem. The obvious next step is to actually state this conjecture
as a theorem and provide a rigorous proof, something beyond the objective

of the present work.

An immediate consequence of the above conjecture is the following
proposition which intends to guarantee that CX = C~!, assuming C™! exists,

Proposition 2-3. [Construction of C™! Via CG]

Given system (2-19), assume that C has distinct nonzero eigenvalues and let

b=cd (2-56)

%T s s os 3
where 4 € Mok ‘d bas no zero elements. Then, the CG intrinsic inverse
with respect to b is identical to the ordinary inverse.

+The reader may be motivated to generalize this proposition by removing this
last restriction. It is intuitively appealing to state that, given (2-56),
CX = ¢~! with probability one. The proof of the resulting corollary, if
valid, would be much more complex., Note that an event is said to occur with
probability one if the occurrence frequency of the complement event is zero.
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Comment: HNote that, via (2-56), b is an exhaustive sum of all the columns

of C. Using the similarity transformation for C, (2-56) may be rewritten
as

b = EAE*T (2-57)

Then, assum*nq that E’Td has no zero elements and that A is full-rank,
3' {al}l le C

N
_ %l -
a; = AiZdjej £0 (2-58)
J=1
and
N 3
1
b = E aze (2-59)
i=1

Then, by Conjecture 2-2, C* = ¢!,

It should be mentioned, in passing, that Conjecture 2-2 and
Proposition 2-3 apply to the general CD method when the C-conjugate vectors
involved are contained in the eigenspace of C. This may be guaranteed by
construction. However, since the present investigation is primarily
focused on the CG method, we will examine the general CD method only to the
extent necessary for enhancing the understanding of the CG method.

2.3 Functional Description

Figure 2-1 shows the essential functional blocks that comprise a
general batch process as it applies to the specific adaptive array

cancellation subsystem discussed in Section 2-1, ‘5
X

As indicated, main and auxiliary-port baseband signal samples, 2

so(m) and s(m), are presented to a "C and b Computation Block" and respective *
"Delay Memory Buffers." After an M-sample batch-time, C and b become £

available to the "Batch Algorithm Block," which subsequently produces the
adaptive weight vector, w, in an L-sample period not exceeding the available

Iv-20
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batch-time. Then, for an M-sample period of time, w is applied onto the
auxiliary signal samples comprising the original batch used to compute C
and b. The resulting weighted auxiliary signal sample sum, §?(m-M-L)1,

is finally added synchronously to corresponding main signal samples,

s (m-M-L-K), appropriately delayed by K samples to account for the elapsed
time through the combiner. The final combined output signal is designated
by s.(m-M-L-K-1), clearly indicating a processor pipeline delay of M+L+K+l.

It should be mentioned that the minimum value of L is determined
by the computation-time of the batch algorithm. A value of L larger than
this minimum may be chosen depending on practical considerations. Although
C and b must be computed over no less than an L-sample signal batch, larger
batches may be used for practical reasons including a potential need to
time-share the batch algorithm.
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3.0 MATHEMATICAL BASIS OF THE BCR PROCESS

An appreciation of the BCR process may be derived from a better
understanding of its mathematical basis., In this section, a detailed
development of the general CD method leads logically to the derivation of
the special CG method. Specific numerical examples serve to illustrate
the validity and some unique features of the CG method, the relaxation
algorithm actually adopted for the BCR process.

3.1 Detailed Mathematical Development

The derivation of the CG method is most clearly motivated from
the mathematical development of the general CD method. Accordingly, the
CD method is derived first. The CG method is developed subsequently as a
special case of the general CD method. Before proceeding, however, some
preliminary remarks are in order.

Recall that the batch formulation of the adaptive array problem
considered in the previous section has led to the complex linear system

Cw+b=0 (3-1)

where C is an N x N conjugate-symmetric matrix, b is a complex forcing
N-vector and w is the complex adaptive weight N-vector to be determined.
Recall that (3-1) simply states the necessary condition that Pe(w) attain
a minimum at some value of w, More specifically, (3-1) requires " that the
complex gradient of Po(w) with respect to w be identically equal to zero
at a minimum point, w.

The desired zomplex adaptive weight N-vector, w, may be determined
by means of the CD and CG methods to be derived. Central to this development
are the algebraic properties of b and C in (3-1). To start with, it is
important to note a2 fundamental ptoperty of the complex N-vector b based on
the geometrical significance of (3-1). Letting CN denote the complete
complex N-space, define the eigenspace of matrix C by

Rz (ved :m=yv,vve™ (3-2)

Note that C is a subspace of C generated by C upon operating on all
members of CN. The superscript R in CR refers to the fact that it may be
spanned by a linear combination of no less than R independent complex
N-vectors. In fact, R = rankC < N. In view of (3-2), the complement
space, CR = (N - CR is the null-space of C. Clearly, Cw =0 if

w € TR. Since (3-1) is satisfied exactly, it follows that bNCK = ¢;
that is b is entirely contained in the eigenspace of C. This property
of b is pertinent to the mathematical development that follows.
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The special properties of matrix C are also crucial in the
subsequent discussion. Note that C is a Hermitian matrix with the
conjugate-gsymmetric property

C= C*‘r (3-3)

An important consequence of this property is embodied in the following
theorem.

Theorem 3-1. [Eigenvalue Property of a Hermitian Matrix C]

The eigenvalues of an N x N complex Hermitian matrix C are non-negative
real,

Proof: Let e € c® be a nontrivial eigenvalue of C with a nonzero
eigenvalue A, Then, by definition,

Ce = Ae (3-u)
where e is understood to be normalized to a unit Euclidean length; i.e.,

Hell? = (e, &) = e Te = 1 (3-5)

] *Tle
= 2e'Ts
=2 (3-6)
whence, (3-3) implies that
IV-24
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= A (3-7)

Hence, the nontrivial eigenvalues of C are positive real. If e € ER-, it
follows by (3-2) and (3-4) that A= 0. Therefore, the eigenvalues of C are
non-negative real. .

» An important implication of the above result is the non-negative
definite property of C in the following corollary,

Corollary 3-2. [Non-negative Definite Property of a Hermitian Matrix C]

Let C be any N x N Hermitian matrix. Then for any w € C“,

(w, Cw) =a >0 (3-8)
where a is real.
Proof: Let
L i
EED IR
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=W o+ W (3-9)

where ER € CR and ERE CR . Also, {31* )ilzl is a complete orthonormal basis
of complex N-vectors in (N, the first R of which are the nontrivial eigenvectors
of C contained in CR while the remaining N-R are contained in CR . Note that

(3-19) may be written as
w = ED (3-10)

where E is an N x N complex matrix whose columns are the eigenvectors N
el} }f_l and D is a diagonal matrix of the corresponding coefficients {dii i=1 °
Recalﬂ.ng that C may be written as the similarity transformation

%
C=EAE T (3-11)

where A is the diagonal matrix of eigenvalues of C, we see that by the
unitary propertyt of E,

(w, Cw) = w'Cu

n
™~
b
[
.
[
[N

1]
~~
Iz
b o]
-
0o
5

20 (3-12)

clear%(y,(a non-negative real quantity. In particular, note that when
» =¥

3-12) is identically equal to zero.

- *
fAn N x N matrix E is unitary if E g T.
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Another property of C that pertains to the discussion to follow is
included in the following lemma.

Lemma 3-3, [Mutual Conjugacy of Two Vectors with Respect to a Hermitian
Matrix C) )

Let C be an N x N complex Hermitian matrix. Then, for some u, v ¢ M ,

"
(=]

(u, Cv) (3-13)

if an only if

(3-14)

[}
o

(v, Cu)

By (3-13), u is orthogonal to Cv or C-conjugate to v. Similarly (3-14)
states that v is C-conjugate to u. When both (3-13) and (3-14) hold, u
and v are said to be mutally conjugate with respect to C, or mutuallx

C-conjugate.

Proof: Assume that (3-13) holds for some u, X_E'CN. We wish to show that
(3-14) holds by implication. Accordingly,

o
"

(u, cv)

(u, c»)'T

"

&kT *
- Ty

(v, Cu) (3-15)

as desired. The reverse implication is the identical argument in reverse,

Consider the complex linear system (3-1), Let w® be an arbitrarily
chosen initial estimate of its general solution, %, defined by (2-23).
Corresponding to this estimate, define the initial residual vector

3.1.1 Derivation of the CD Method
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'=cw’ + b (3-16)

which, as described previously, represents the complex gradient of the
comblned power function, P.(w), with respect to w, evaluated at w®,  Then,
assuming that rankC = R < N, there exists a set of Q linearly 1ndependent

N-vectors
Q-1
Glect (3-17)

where Q < R, such that, a general solution to (3-1) may be expressed as the

linear combination
~ k
= w0l -
W= W - 2 akg (3-18)

where {ak} k= % are expansion coefficients to be determined. Since the
residual vector, ¥, corresponding to solution w happens to be identically
equal to zero, it follows from (3-16) and (3-18) that

Q-1
= ;} achk (3-19)

If a linearly independent set of vectors {pk} 2;% could be constructed
such that any two different vectors could be mutually C-conjugate, then the
computation of the expansion coefficients would follow readily. In fact, if

e}, e =
(3-20)
i, e o, Q-11 ; i #;j
then, in view of (3-19)

x _k

S )

Tk k
(", cp’) (3-21)

Yk € [0, Q-1]
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provided that (2*, q2¥) # 0, or, more precisely, QRF # 0. This clearly
indicates that the vectors *2?* -3 must intersect the eigenspace of C

to be admissible. The appropriateness of the C-conjugacy condition (3-20)
is proved in the lemma that follows,

Lemma 3-4. [Consistency of Linear Independence and Mutual C-Conjugacy
of Vectors {pk} 2-1
of Vectors {pk} P53

Assume that vectors {pk} 8;% are mutually C-conjugate in accordance to (3-20).
This choice is consistent with the linear independence assumption of these
vectors.

Proof: Let {2$} 8;% be a set of linearly independent vectors. Then,
by definition,

2
[
o

oyl = (3-22)

x
1]
o

if and only if o = 0, V k€ [0, Q-1]. Assuming that
cp? £ 0

(3-23)
v j €0, Q-1]

it follows by (3-19) and (3-21) that

o
"

Q-1 " 5
DL
=0

a5}, ) (3-24)

which implies that ay = 0, since, by Corollary 3-2, (2?, ng) #0
V j € [0, Q-1]). Hence, linear independence of the set of Q vectors
{p | 2;% is consistent with their mutual C-conjugacy.

The general solution (3-18) may be viewed as a finite sequence of
estimates {!§f 95 vhere
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T

_ i-1
¥y - ; o " (3-25)
=0

written, alternatively, as the recursion relation

3}+l = gl - aipi (3-26)

where i = 0, 1, ..., Q-1. Clearly, solution (3-18) is simply

= wQ-l (3-27)

[EA]

the last iterate of (3-26). Upon substituting (3-26) into (3-1), we get a
similar recursion relation for the set of corresponding residual vectors
{ri} ?:i ; i.e.,

i+l
r

_ i i
=r - oaCp (3-28)

where i = 0, 1, ..., Q-1. The residual of the solution (3-27), clearly the
last iterate of (3-28), is identically equal to zero as mentioned previously;
that is,

e [ (3-29)

(L1}

which is consistent with expression (3-19). In view of (3-21), (3-26) and
(3-28), we have proved one form of the general CD method included in the
following theorem.

Theorem 3-5. [Standard Form of the CD Method]

Consider the linear system
Cw+b=0 (3-30)

where C is an N x N comglex Hermitian matrix of rank R, b is a complex
N-vector contained in CR, the eigenspace of C, and w is the unknown complex
N-vector to be determined. Let
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be a set of Q, Q< R < N, linearly independent complex N-vectors having
the properties of

(1) Nonzero intersection with eigenspace CR; i,e.,

pPncisp
(3-32)
vi€l[o, Q-1]
(2) Spanning the eigenspace R via a linear combination; i.e,,
Q-1
& Ny i, ',
€{veEeC :v= app ; va;€(C, i€ [0, Q-1] (3-33)
i=0
where C! is the space of complex scalars.
(3) Mutual C-conjugacy property; i.e.,
(', cpl) =
(3-3u4)

vi, jelo, Q-1); i+#]

Then, a general solution to (3-30) is the last iterate, !Q-l, of the Q-step

iterative procedure that begms w:.th an initial solution estimate w and

corresponding residual vector r Cw + b and repeats relations
', 2
a, = (E—c‘p_i—) (3-35.1)
w*e vl oapt (3-35.2)
ef* e gt o acpt (3-35.3)

for 1 =0, 1, ..., Q-1. This procedure will be referred to as the standard

form of the conjugate directions (CD) method, where conjugate directions
refers to the C-conjugate set of vectors { '} &%

Iv-31

S PN
RS L
T S




Proof: The hypotheses and the standard CU method stated by this theorem
follows from preceding discussion starting with Section 3.1, l

Although the standard CD method is strictly correct as stated in
(3-35), attempts to minimize roundoff error in actual computation has led
to a slight reformulation of the algorithm [2], The basis for the alternate
CD algorithm is the following lemma.

Lemma 3-6. ([Special Properties of (Ef, g?) in CD Method]
In the standard CD method defined by Theorem 3-5, the inner product (2}, Ej)

has the following properties:

' e = @ %
\ (3-36)
vizi;i,3elo, g1

and

(3-37)
vi<j;ielo, Q-1], j€ 1, Q-1]

Proof: By the C-conjugacy property (3-34) and recursion (3-35.3), we see
that

~
e
L |
I3,
?
"
)
[.
L J
| | s
]
[
S
1
Q
[
[N
A d
o

P s

n
~

Par ) - Lol )

) (3-38)

vi2>j; 1, je€ [0, Q-1]). This is precisely (3-36). On the other hand,
using the additional expression for expansion coefficient (3-35.1) and
incorporating (3-38), we see that, for i < j,
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j-1

@, ) =@ O - uj_ﬁni -’

= (Ri’ Ei) = ai(2i9 CRi)

=0 (3-39)

vi<j; ie [0, Q-1], j € [1, Q-1]. This completes the proof.

The alternate form of the CD method may now be stated in the
following theorem,

Theorem 3-7., [Alternate Form of the CD Method]

Given all the hypotheses of Theorem 3-5, a general solution to (3-30) is the
last iterate, wQ-1, of the Q-step iterative procedure that begins with an
aribitrar% initial solution estimate, £°, and the corresponding residual

vector, r’ = Cw’ + b, and repeats relations
)
o, = k2’ (3-40.1)
i i i
(p~, Cp7)
witl o i a.Ri (3-40.2)
- = i
. pllapt (3-40.3)
r =r -o,0p -0

for 1 =0, 1, ..., Q-1. This procedure will be referred to as the alternate
form of the conjugate directions (CD) method.

Proof: Result (3-40) follows from Theorem 3-6 and Lemma 3-7.

The description of the CD method is not complete without a means for
constructing the set of linearly independent C-conjugate vectovs,Jkgii Q:l .
One possible construction involves the use of a complete orthogon i=0
basis of vectors, lgii ":1 » Which can span the complex N-space, C“, via
a linear combination inl¥fle sense of (3-33), Subsequently, using a procedure
similar to the Gram-Schmidt process, it is possible to generate a set of
mutually C-conjugate vectors ’2}' ;% » as desired, This construction scheme
is presented in the following lemma’
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Lemma 3-8. [Construction of C-Conjugate set of N-vectors { P [ g g
from a Complete Orthogonal Set { 31' )
Let {_gl} }:;é be a complete orthogonal basis of CN; i.e.,
N-1
™ =31 1 v=E z a;9: i Vv aie ¢!, i€ [o,N-1] (3-u41)
i=o0

h)

Then, a set of Q linearly independent C-conjugate vectors {B } 0
may be defined as follows., The first vector is arbitrarily
defined by

p’ =g (3-42)

where k, = min{0, N-1] D C2° # 0. The general such vector is given by

. i-1 .
21 = kl + Z Bi,jRJ (3-43)
20
where
(9' gj)
B; 3 (3-44)
l’] (2 N )

and {k } is a subsequence of indices in the range [0, N-1] while i and j
range over [0, Q-1] and [0, Q-2], respectively, with i >j, Furthermore,
QX R = rank C.

Proof: Following the Gram Schmidt (es)t procedure, the first of the
C-conjugate vectors, 2 is defined by

P =q (3-45)

*In the standard GS procedure 2’ is constructed to be erthogonal to 2° by
removing from q ki its orthogonal projection, 5, oR%, onto p°. In contrast,
the GS procedure appropriate for the CD method requires that 2 and 2 be
mutually C-conjugate.
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9.

where k = min[0, N-13134° N oo £ 9, or C3k° = C2° # 0, The next
C-orthogonal vector is given by

1 . ki 0
=g ¢ Bl’og (3-46)

where k, = min[k +1, N-1]1 3gkiN CR¢ g, or Cp! # 0. The GS coefficlent
B:,o is determined by invoking the desired C-conjugacy between p' and p°

o
n

(!, "

(_gk‘ + Bx,o(Ro’ cp?)

= (gkl. cp’®) + 81,0(20’ cp?) (3-47)
yielding
k
B = - (_%l_’SRL) (3-’48)
"0 (20’ CRO)

which is well-defined, since (p°, Cp°®) >0 by Corollary 3-2. Proceeding
accordingly, the general C-conjugate vector is given by the familiar
telescoping series

i-1
pl= gfiy 281,523 (3-49)
320

where k; = min[kj_,+1, N-1] B_Qki NcR¢og, or Cgi #0. By mutual . .
C-conjugacy of pi  and the set of previously defined vectors { 25 ol

we can determine the GS coefficients {B; j' i-1 | In fact, for j=0"*
j € [0, i-1], (3-48) implies that >= 7 3=0
o= gt cph)
= (gFi i j
=(g?t+ Bi,jR , Cp7)
= (Skii C.Ej) + Bi j(Rjn CRj) (3-50)
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o b

yielding

@4, eph
=...‘q_.____ (3-51)

8.
ljj 2 . caj)

where k. € [0, ¥-115 g8 N X ¢ g, i €00, 11, J & [0, 0-21 and i > 3.
Note thit Q < R = rank C, since it takes no more than R linearly independent
vectors to span CR,

Variations on the basic construction approach described above are
possible, However, the most interesting such construction is the built-in
GS procedure of the CG method developed next.

3.1.2 Derivation of the CG Method

The CG method is a special case of the 7D method in which the basis
vectors are the iteratively generated gradients f '} Q-1 wvhich are used to
construct corresponding C-conjugate search vectors i=1 {21} Q:l via a
procedure similar to that of Lemma 3-8. It turns out that this partlcular
choice of basis vectors leads to a relatively simple expression for the
general C-conjugate vector. In contrast to the telescoping complexity (3-43)
in the CD method, the general C-conjugate vector in the CG method is given by
a first-order recursion involving the current gradient vector and the previous
C-conjugate vector as indicated in (2-48.3). This constitutes the major
advantage of the CG method over the general CD method which becomes especially
significant with increasing system dimensionality, N,

The rigorous derivation of the CG method follows logically from the
general CD theory already developed, as presented in the following theorem.

Theorem 3-9. [Conventional Form of the CG Method]

Consider the linear system
C_‘i"’?_:g (3-52)

where C is an N x N complex Hermitian matrix of rank R, b is a complex
N-vector contained in CR, the eigenspace of C, and w is the unknown complex
N-vector to be determlned Then, a general solution to (3-52) is the last
iterate, wQ' , of a Q-step lteratlve procedure that be§1ns with an initial
solutlon ‘estimate, an and a corresponding residual, r° = Cw° + b, and
repeats relations
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i
S )
. = o 3 (3-53.1
i (Rl,qgl)
gl+l =W - “igl (3-53.2)
p* o et g ot (3-53.2)
- i
i41 2
B, = I ; 'i (3-53.4)
llz* |l
21+l - E}4»1 + BiBl (3-53.5)
for i = 0, 1, ..., Q-1. This procedure will be referred to as the conventional
form of the conjugate gradients (CG) method, where ccnjugate gradients refers
to the orthogonal set of gradient basis vectors, ‘nl} Q-1, generated.
120

Proof: Let §° be an arbitrarily chosen initial estimate. If the corresponding
residual or gradient vector r = 0, Q = 1 and the theorem holds trivially.

Assume that r® # 0. Then, let the initial C-conjugate vector be defined by
p’=r’ (3-54)

By Theorem 3-7, relations (3-40.1) and (3-40.3), it follows that

=112
ao = (3-55.1)
(p®,cp%)
rt=r’ - aon_o (3-55.2)
with r! at hand, define the second C-conjugate vector
Bl = 31 +8 p° (3-56)

150
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Then, by (3-54) and Lemma 3-6,

= (%Y (3-57)

¥

implying that the first two gradient vectors, £° and E}’ are mutually
orthogonal. This qualifies then as basic vectors, as desired.

For E} to be an admissible C-conjugate vector, it must be C-orthogonal to
p°. "In fact, if r' # 0, there exists a coefficient B1,o such that the

C-conjugacy holds nontrivially. Invoking the C-conjugacy condition, and
using (3-54) - (3-57), we have

0 = (El,ng)
U °0r® -1
b Qo — laOE — bt
e [l LR N L L7 oo a (3-58)
]
whence,
142 |
By o = -———”30“2 (3-59) ‘
N ||
which is well-defined, since EP £ 0. )
In view of (3-56) and (3-57), i
(phrx') = (2! + By 4p%a2")
= |let||? (3-60) ‘
'4
so that, by Theorem 3-7,
et Il
o, = (3-61.1)
(p',cph)
, 1
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2 _ .1 1
r=r" - a,Cp (3-61.2)

Now, define the third C-conjugate vector by

2 _ 2

p‘=r +82 °R°+Bz 121 (3-62)

Before proceeding with the actual determination of constants B, , and
B2,1, it is important to establish the orthogonality of 22 to r’ and 3_1.
By (3-54), (3-56) and Lemma 3-6,

1]
o~
o]

o
-
3
~
~

(3-63.1)

o
n
—~
'U.-
-
*
N
~

"

(',2?) + 8,  (pte?r’ (3-63.2)

which, combined with (3-57), may be summarized as

(r',p?) = 0

(3-64)
vi,j [0,2] ; i # 3

the desired orthogonality property of the first three gradient vectors,

It is now possible to specify (3-61). 1Invoking the C-conjugacy condition,
and using (3-54), (3-55,2), (3-58) and (3-6u4) we get

o
i

(p?,cp%)

2 0 1 A0
(r® + 82,02 + 82”2_ »Cp°)

(r? + B, °£°,£° -h)

B, l=°ll* (3-65)
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implying that

B =0 (3-66)

Similarly, using (3-60), (3-66) and (3-61.2),

o
]

= (p2,cpt)

(e + Bz,xgz’qu)

- (£2 + 62,121,2_2- I:1)
= |l22l1? + 8. (p',eh
- 2,1 -
= 2|2 + 8 le'|? (3-67)
- 241 —
which leads to
12|
T — (3-68)
I

From (3-66) and (3-68) we can conclude that (3-62) reduces to an expression
for 22 dependent on 32 and Rl but not on EP . We are thus tempted to conclude,
that (3-53.5) holds in general. To prove this assumption, we use induction.
Assume that, in the k-th iteration, we have

R =r W (3-69.1)
(efedy =0, Vi,s€ [0,k1 ;5 1 # 3 (3-69.2)

We wish to show that (3-69) holds for the (k+l)st iteration. Noting that

££+1 - EZ _ angl
(3-70)
v 2€[0,k])
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by Theorem 3-7, assume that the corresponding C-conjugate vector is
given by

k
k+l - k+l £ 3-71
po=r ¥ ;Bku,nﬁ (3-71)
=0

We wish to show that (3-69) implies that the only nonzero coefficient in
(3-71) is 8k+l \ and is defined consistently with (3-53.4),
*

Letting £ < k, Lemma 3-6 implies that

(22, ,Ek-rl)

o
"

L 2-1 k+l
(2" + By g2 2 )

%, ") (3-72)

which extends the orthogonality condition (3-69.2) to the (k+l)st iteration.
In addition, using (3-70) and invoking C-conjugacy, we get

0 = (2}+1,Q22)

= (kL Z Bk+12- CE )

- (£k+1 . Bkﬂ,g,Rz’Ez _ £1+1)

. L Bkﬂ,m(P_E,sz)

= (e k+1 2+1) N Bk+l g||r£l|2 (3-73)

which leads to
r [l N 1
Brt,p - R B . (3-74)

| o otk
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In view of (3-69) and (3-74), (3-69) has been extended to the (k+l)st
iteration and thus holds in general. As a consequence, the CG procedure
(3-53) is valid for i = 0, 1, ..., Q-1 where Q is the iteration number for
which rQ = 0, This completes the proof.

As in the case of the general CD method, the CG method has
standard and alternate forms as stated in the following two theorems.

Theorem 3-10, [Standard Form of the CG Method]

Given all the hypotheses of Theorem 3-9, a general solution to (3-52) is
the last iterate, gQ'l, of the Q-step iterative procedure that begins

with an arbitrary initial solution estimate, EF’ and the corresponding
C~conjugate and residual vectors EP = EF = Cw? + b and repeats relations

(pl,r%
o, = —R—.—‘——.— (3-75.1)

L Gk eph
RO aiRi (3-75.2)
it o gt o, Cp’ (3-75.3)

ik
Bi = .jT—E]T;— (3-75.4)

r

pitt - ity BiRi (3-75.5)

for i =0, 1, ..., Q-1. This procedure is referred to as the standard form
of the conjugate gradients (CG) method.

Proof: Result (3-75) follows from Theorems 3-5 and 3-9.
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Theorem 3-11. [Alternate Form of the CG Method])

Given all the hypotheses of Theorem 3-9, a general solution to (3-52) is
the last iterate, !Q_l’ of the Q-step iterative procedure that begins with
an arbitrary initial solution estimate, w?, and the corresponding

. . . 0 _ 0 _ 0 3
C-conjugate and residual vectors p° = r = Cw + b and repeats relations

(p_l._g‘_l)

S T (3-76.1)
(p7,Cp7)

Wit o Wt o pt (3-76.2)
- - i

£t ot (3-76.3)

- Bk (3-76.4)
P leip?

kT =r o+ Bp (3-76.5)

for i =0, 1, ..., Q-1. This procedure is referred to as the alternate form
of the conjugate gradients (CG) method,

Proof: Result (3-76) follows from Theorems 3-7 and 3-9,

3.2 Properties of the CG Method

The CG method has a number of special properties, some of which are
discussed below. As in the case of the general CD method, the CG method may
be designed to yield a minimum-norm solution as well as an intinsic inverse.
Its numerically-efficient, flexible and stable structure characterizes its
overall aumerical robustness.

3.2.1 Minimum-Norm Solution

The condition under which the CG method yields the unique minimum-
norm solution to (3-52) is stated in the following theorem.
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Theorem 3-12. [Condition for Minimum-Norm CG Solution to (3-52)]

The CG method as presented in Theorems 3-9, 3-10 and 3- ll yield the unique
minimum-norm solution (2-42), of system (3-52), when w’ € CR; that is, when
the initial estimate is contained within the eigenspace of the N x N
Hermitian matrix C in (3-52).

Proof: Note that by (2 18), b € c, Then, by definition (3-33), it
follows that 2. r’e CR for any initial estimate, Eo' In fact, bj
definition (3- 33), all vectors in the CG procedu“e are contalned 1n c,
with the exception of w1+1. A choice w € CR guarantees that wl+ E’Cp
Since vQ 1= 0 for some Q < rank C < N wu 1= Q, the unique minimum-norm
solution (2-42),

R

3.2.2 Intrinsic Inverse

The CG method yields an intrinsic inverse as stated in the following
theoren,

Theorem 3-13. [The CG Intrinsic Inverse of Matrix C in (3-52))
The intrinsic inverse, Cx, of matrix C in (3-52) is given by

e el
1 i*

-1
Z (z-77)
i=0 (

p,CE)

Y

Proof: Let !P = 0 in Theorem 3-10, whence r’ = b. By Theorem 3-12,
;U-I = #, the minimum-norm solution. Then, using (3.75.1) and (3-75 Z2),
we see that

Q-1
W= GIE
i=0
IV=44
b
[RETERSNP T E ai '
B *fnw1~n.."-r“
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t
e

™

= - c"g (3-78)

where C* is given by (3-77).

It should be noted that the properties of the CD intrinsic inverse
discussed in Section 2,2.2.3 apply equally well to the CG intrinsic inverse.

3.2.3 Numerical Robustness

It has been shown that the CG method is a computationally efficient
form of the general CD method. As a consequence, a finite-word machine
computation using the CG method will yield a smaller roundoff error in the
final solution. However, the most important feature of the general CD method
and, hence, the CG method, is its inherent numerical stability. That is,
each new weight-vector iterate, El*l, reduces the value of the combined
power metric

T
P (W = [lsw+ sl

(w,<s,s7>w) + 2Re(w,<s,5,>) + |Is, |2

(w,Cw) + 2Re®,b) + P (3-79)

where P, is the main-port power over an M-sample batch of signal data.

Noting that P.(w) is a nonnegative-real quadratic function of w that
represents a hyperparaboloidal surface in (2N+l)-space, its iterative
reduction with each new weight estimate may be viewed geometrically as a
descent process on the hypersurface along C-conjugate search directioms.
This descent-property which guarantees the numerical stability of the CG
method is demonstrated in the following theorem.
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Theorem 3-14., [Descent Property of the CG Method]

Let w be the current estimate of some iteration in the CG procedure and
consider the variation of PC(E) along the cord

w' = w - ap (3-80)

where a is a scalar factor. Then, PC(E’) attains a unique minimum when

(p,r)
a = 5.0 (3-81.1)
o =il (3-81.2)
(p,Cp)
It is then said that P (w”) has been relaxed optimally along -p.
Proof: By (3-79) and (3-80)
P (w") = (w',Cw”) + 2Re(n”,b) + P/
= (w - 0p,C(w -~ ap)) + 2Re(w - ap,b) + P
= |a[?(p,Cp) - 2Re{n*(p,Cw + D)} + P_(w)
= |a|®(p,Cp) - 2Ref{o*(p,r)} + P_(w) (3-82)

where o is assumed to be complex, in general. The value of a that minimizes
(3-82) may be found by setting its "complex derivative" with respect to o
equal to zero; i.e.,

_ 4 L -
0= 35 Pl
d .4 .
= (a‘ * Jaa—.>1’c‘ﬁ )
r 1
= a(p,Cp) - (p,r) (3-83)
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which, for the CG case, leads to the desired result (3-81), where a is
nonnegative real by Corollary 3-2. In the general CD case where (3-83)
also applies, a may be complex.

Upon substituting (3-81.1) in (3-82), we get

(p,r) |? (p,r)*(p,r)
Pc(ﬂ') = (p,Cp) - 2R¢ ———m——— ¢+ Pc(g)
(p,Cp) (p,Cp)
2
= P (w) - Jffﬁégl_
c = (p,Cp)
:_Pc(w)

the desired descent property.

As mentioned previously. the CG procedure will terminate
at an iteration when ||r|{< € || b ||, where € is a positive real scalar on
the order of the precision of the sampled signal data and the machine employed.
For example, if the data used is accurate to 8 bits, it is reasonable to
chose € = 2-9%, assuming the machine computation is sufficiently precise to
offset any significant roundoff error buildup.

Of course, with increasing dimensionality N, it will be less and
less likely that the roundoff error could be contained well enough in order
that the above stopping criterion make sense. It has been shown [2] that the
roundoff error buildup is worst in the standard CG method defined by (3-75).
The conventional form (3-53) will reduce this error.

A further improvement may be realized in the alternate form (3-76).

Finally, additional accuracy could be achieved if the GS coefficient is
redefined by

: (ri+1 ¢ i)
B = - =2k (3-84)
(p,cpH)
P P

where (3-53,1) and (3-76.3) have been used to modify (3.76.4),
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As N becomes larger and larger, even these measures become less
effective in containing the roundoff error to a sufficiently low level,
If, in fact, the roundoff error is so large that the stopping criterion
is far from being satisfied, it is always possible to use the final weight
estimate as an initial estimate in a second CG execution., Then, the
roundoff error associated with the final estimate during the first
execution could be significantly reduced during the second.

Clearly, the CG method possesses an efficient iterative
structure with an inherent numerical stability and the capability of
minimizing roundoff error. For these reasons, it is a numerically-robust
computational procedure,

3.2.4 Cancellation Ratio Computation

In connection with the sidelobe cancellation system considered,
the combined-port signal power, P.(w), over an M-sample batch has been
given in (3-79). This expression may be rewritten as

PC(E) (E!Cﬂ) + (E,_I_J_) + (1’.’2)* + Po

(w,r) + (w,b)* + P, (3-85)

since r = Cw + b. Note that (3-85) is completely defined by the main-port
power, Py, the cross-correlation vector, b, and CG variables w and r. As
such, (3-85) is in a convenient form to compute the cancellation ratio as
part of the BCR process. Specifically, this ratio is given by

P
CR(w) = 10 log,, ° (3-86)

P, + (w,b)* + (w,r)

If (3-86) were appended to the BCR process as a performance monitor, it
would provide a numerically-reliable stopping criterion. In fact, by the
descent property of Theorem 3-14, we should observe an increase in CR(w)
with each new iterate, w. When CR(w) stops decreasing appreciably or
increases because of excessive roundoff error, the process may be
terminated using the present or previous value of w, as appropriate,

and reinitiated as necessary.
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3.3 Illustrative Examples

The overall understanding of the CG procedure may be enhanced by
actually working out specific numerical examples. Below, we consider
two simple examples of a two-dimensional system (3-1). The first example
involves a full-rank complex Hermitian matrix C. It is solved by three
different methods: inversion, CD and CG. The second example involves
a real-valued singular matrix C. It is solved by regularized inversion,
pseudoinversion, CD and CG. In as much as it is possible, the features
of the CG method are illustrated quantitatively.

3.3.1 Full-Rank Covariance Case

Consider the complex system

AW +a =0 (3-87)

where

>

]
o~
b [
- e
S——

(3-88)

1
E =
0
We wish to determine w which minimizes the performance index
Jw) = |law + all? (3-89)

that is, the value of w at which the "complex gradient" V J(w) vanishes,
This leads to the linear system -

Cw+b=0 (3-90)
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where

lor
1
>

|

()

(.
()

We will solve (3-90) for w by the following three methods.

Inversion Solution:

By inspection,

< 2 -(1+j))
-(1-§) 2

(]
i
(NI

so that, the desired unique solution to (3-30) is given by

w=-Ch
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which happens to satisfy (3-87) and certainly (3-90).

CD Solution:

Below we will use Theorem 3-7 and Lemma 3-8,

0

a

1

9

(1+j)

-(1+3)

Ll 1)
-1

(r o3”

fo 117

(3-94)

First, choose basis vectors

(3-95.1)

(3-95.2)

Then, construct C-conjugate vectors RP and 2} according to Theorem 3-9,

as follows:

0 -
=

o
»

where, by (3-u4)

since, by (3-95) and (3-96)

Rt e 2o e e o

T ——

g

q' + Bop_"

1v-51

(3-96.1)

(3-96,2)

(3-97)
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Hence, by (3-96),

1-3

la_
5
o
"
AN

~ o
\/,_]
P
[

] N
[
N

"

1
= (3-98.1)
0

1 (-(l+j)>
= = (3-98,2
2 2

Letting E° = 0 and thus EP = b, we follow the CD process as defined by (3-40),.

In fact,

and

AP IRNRSORBIRIBPNINAE 4 oAt 17 e oo

"
N =
N
o
\/>-]
I :
e =
~——

1
=5 (3-99)
El =’ - a°Q2°
1V-52
‘\,&f;_f;.{“'}‘—"-‘ﬂ:"‘"—"" TR WA sae v @ie s -
adiiiiar:. e

. .
R




Since

then

and

1]
SIS

Cp

(p’,x)
(p',cph)

-(1-3
2

= s

t
=l

2 o 1

I
1

=l(°
2 -(143)

! - aCp

(N

-(l+j)>
2

()

1

)

i
2

(1+j)(

Finally, the desired unique solution is given by

(F 3
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(3-100)

(3-101)

(3-102)




N

0 1 1 -(1+3)
- t g (1+3)
0 0 2
. 1
1+
- (3-103)
2 <-1>

which is identical to the inversion solution, (3-94).

In this simple example it is possible to cite, specifically,
a number of features that characterize the CD procedure. By (3-101), we
have substantiated the fact that, in the CD method, the relazation coefficient,
a, is generally complex - an observation made in the proof of Theorem 3-1i.

Another important property of the general CD method is the
diagonalization of matrix C via the transformation.

"
~_
1o
L=}
T
-
~
v—'-i
@]
P
ro
i~2
o
~

(3-104)

N
NN
o N
~ o
N

which is simply a manifestation of the C-conjugacy property. It should be
emphasized here that EP and 2} are not eigenvectors of C, and D is not its
eigenvalue matrix. Actually, the eigenvalues of C are 2 + /2 and 2 -/ 2,

The descent-property may be quantified by direct substitution of

w’, w? = w® —a,p% and w? = @ into the quadratic performance index (3-89).

The three corresponding successive values of (3-83) are found to be

=1 (3-105.1)
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Note that, in this case, c*=c

"
x>
k3
-
-+
[o1]
S

" "

[Ny 1
N

/\

e

S
+

P

[ -

e

1 .
- = 3-105.2
5 ( )
which, by (3-89), could have been computed by the equivalent relation

3, = (whe!) ¢ (whp) + (3-105.3)

Since we have already shown that
J, = J(w?) =0 (3-105.4)
we have illustrated the descent property for the general CD method; namely,
J, >J, > J
0 1 2

A final property of the CD method which may be demonstrated in
the present example is the construction of the intrinsic inverse, C¥. By
(3-77),

T
% T
o 2°p’ p'p'*

(p%,cp®  (pl,cph

(1 o) 1 2 -2(l+j)>
o o/ *\-201-9) 4

2 -(1+3)
%? (3-106)
-(1-3) 2

1

"
N

, the inverse given in (3-93).
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CG Solution:

Here, we will use the conventional form of the CG method as given in (3-53)

of Theorem (3-9).

Starting with initial conditioms,

0

w=_0
1 (3-107)
p’=x'=b= :
-3
and ||r°}|? = 2, we proceed with the first iteration. Since
2 143\ /1 3-3
CRO = =
15 2 /\53 1-33
1\T /3-3
(p®,cp®) = =6
3 1-3j
then,
e
o, = ————
(p°%,cp"
1 .
=3 (3-108)
wl= u - 0020
T =3\ .
-]
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and

I
[{
e

3 \-3
112
5, - et
llz° )2
= {2\ (1
. ) 2
= 1
-9
RI=PI+B°20
3\_,/" 9

In the second iteration, since

1

1]
Ol

Cp

|+

1
[7-1F\]

(2)
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<"2 1+j
-5 2

( 2(33+1) - (143)(3+3)

)

3j+1

-(3+3)

)

(1-3)(33+1) - 2(3+3)

)

(3-110)

(3-111)

(3-112)




then,

(RX’CRI)

fle* 12

(BI’CB])

- (5) (%)

t
Nl w

=M Y4
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e

I
[}
"
t
R
2O
o

=0 (3-115)

The CG process is terminated at this point of the second iteration, since
lz?)l = 0. oObviously, @ = w?, which agrees with previous results, (3-94)
and (3-103).

As a consequence of this example, it is possible to cite some
specific properties of the CG method. 1In contrast to the CD method, the
relaxation coefficient, a, in the CGC method is always real.

As expected, the C-conjugacy property in the CG method gives rise
to the diagonalization of matrix C via the transformation

P*TCP

o
(i)

(p° 21)*TC(2° Y

6 0
(3-116)
0 4727

Note that this value of D is different from that of (3-104) in the CD
solution. Similarly, 2? and 2} are not eigenvectors of C, and D is not
its eigenvalue matrix.

The descent property of the CG method may also be demonstrated.
At the initial estimate, w® = 0, the performance index value is

(3-117.1)

Cq
"
[

as in the CD case. At the first iterate, !‘,
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J, = Hwl)

| A + afl?

(3-117.2)

Wit

or, equivalently, by (3-89)

Jl

(wle!) + (wl,b)* + 3

WIOEGINN

2
-0-§+l

)
Of=

Wl

(3-117.2)"

and, as before,
Jga = 0 (3-117.3)

Clearly, J, > J; > J,, as in the CD case. In comparison, J, is smaller
in the CG case because the relaxation is alcag -r°, the direction of steepest
descent.
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The CG intrinsic inverse may now be computed by using (3-77),
In fact,

ICEYS 12T
X PR
c = +

(p°,cp%)

p'P
(p',cp?)

HE)E A @0 b e

1 1 j) +_1_( 10 -e-aj)
°\5 1 12\ 6 +83 10
-A( 12 -6(1+j))
12\ se(1-9) 12
1 2 -(1+3)
-(1-3) 2

3 5.
L,

which happens to be the inverse, C™', in (3-93).

It should be noted that the CG procedure took 2 iterations to
produce the solution, which corresponds to the rank matrix C. The
probability that it could have terminated in one iteration is zero since
the eigenvalues of C are distinct and b is a linear combination of the two
associated eigenvectors. The latter claim follows directly from the
initial discussion in Section 2.2.2,3.

3.3.2 Singular Covariance Case
Consider next a simple example of a singular system (3-87), where

«

f (3-119)
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We wish to solve (3-90), where

1 1
C = 2( (3-120)
1 1
1
b=2 (3-121)
1
Below,

Since C is clearly singular, an inversion solution is not possible,
we will solve (3-90) with the C and b values given above via the approximate

regularized inverse, the pseudoinverse, CD and CG.

Regularized Inversion Schedule:
. 3

With reference to Section 2,2.1.1, define the regularized matrix C by ;

1+e 1
¢t =2 (3-122)
1 1+€

Then, the regularized inverse is simply
i

et S we - (3-123) |
T o2e(24e) \ 1+ ;
i
whence, )
i=-tp
1 '
= 1 .

solution, the performance index (3-89) becomes

3

At this regularized inverse

J(E) = || A% + a ||®

P oo .

AR is0 . - =




. g‘&, s

"
—
m
+Ib—‘
N
~—
N
N
m
(Y

= £ (3-125)
2
when € << 1, Note that
} - : 1 1
: lim W= -3 (3-126)
€40 1l

at which value J(W) = 0, Clearly then, (3-126) is the minimum-norm solution
which may be obtained by pseudoinversion according to Theorem 2-1.

Pseudoinversion Solution:

The eigenvalues of C, given by (3-120), satisfy the characteristic equ